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ABSTACT

One of the more serious problems in aircraft communications is the

radio noise.'interference which is caused by corona discharges on the

aircraft. Although corona discharge noise has been known for a long

time and attempts to eliminate the interference date' back to 1937, very

little is known concerning the exact nature of the noise pulses at the

antenna terminals. Thus, the basic reason for this study is to investi-

gate the characteristics of this noise.

When an aircraft flies through clouds, it develops a high negative

charge due to the triboelectric effect of the impact of the ice particles

in the cloud. Eventually, the electric field at the e'xtremities, such

as the wing tips, becomes sufficiently high for negative point corona

discharges to occur. The discharge, which consists of numerous high-

energy pulses of current, causes electromagnetic interferenc)e which

couples to an aircraft antenna. The character of the noise pulses at

the antenna depends not only on the original characteristics of fhe

corona but also on the aircraft structure and aircraft resonances which

influencm, the frequency spectrum of the pulses.

The method used to determine the noise pulse characteristics may be

divided into two parts. The first part is the study and measurement of

the corona discharge pulse shapes and statistics. The second, involves

an evaluation of the electromagnetic coupling to a particular antenna.

Techniques developed at SRI made it possible to measure the power spectrum

of the noise-source and the magnitude of the coupling function from the

various vulnerable spots on the aircraft to a particular antenna locationm.

Using these measurements and the antenna input impedance, rational

function approximations are obtained for the coupling functions. These

functions are interpreted as network transfer functions where the corona

pulse as determined from measurements is the input while the output is

the noise pulse at the antenna terminals. The characteristics of the

noise are calculated for a particular aircraft and 'antenna, e.g., a

Boeing 707 tail-crp antenna.
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In view of the interest in interference' noise reduction, a large

portion of this study is devoted to the analysis and comparison of the

two major methods. The first method, which attacks the problem at the

source, makes use of decoupled dischnrgers so as to discharge the aircraft

as noiselessly as possible. The second method, that of blanking, is the

primary elctronic interference reduction method and it has received

considerable attention. It is shown that under relatively heavy charging

conditions the decoupled discharge method assuming 50 db of decoupling is

superior to a blanker operating under ideal conditions.
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"A STUDY OF CORONA DISCHARGE
NOISE IN AIRCRAFT ANTENNAS

I. INTRODUCTION

A. HISTORY

Since the early thirties when navigation and communication equipment

first was installed in commercial aircraft, radio interference, known. as
"precipitation static" has been a problem. This interference, observed

when an aircraft flies through clouds or precipitation, was generally

attributed to charged particles striking the antenna as had been proposed

by Curtis". in 1914. Indeed, early attempts at eliminating precipitation

static by Hucke 2 and Morgan 3 were based on this concept, and perhaps the

most important improvement was the development of the shielded loop antenna.3

An extensive program, including flight tests, was undertaken in 1936

to obtain better interference reduction. This investigation 2 produced

the important knowledge that the noise was due to corona discharges

occurring at the antenna and'at other extremities bf the airplane. As

a result of this study the trailing wire dischargers were proposed in

order to discharge the aircraft. The mechanism involved in charging the

aircraft to corpna threshold was still not correctly explained.

Thus, although several improvements had been made, precipitation

static was still a serious problem in 1943. Consequently, a joint Army-

Navy precipitation static project 'was initiated. As a result of these

investigations the phenomena involved in precipitation static were under-

stood much better. The mechanism whereby the aircraft acquires its charge

was shown to be primarily triboelectric charging.4,s Several methods of

reducing radio interference were proposed. Among these, the most important

was the use of wick dischargerss which became standard equipment on air-

craft. Other devices were the dielectric coated wire antenna, 5 and the

block and squirter discharger. 6

* References are listed at end of report
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Based on Langmuir's thorough investigation4 of triboelectric

charging using different materials, an attempt was made to eliminate or

substantially reduce the charging rate by properly selecting a coating

material for the aircraft. 5 This method was unsuccessful.

Since that time several other schemes have been proposed. An example

is the use of a biased discharger in which a discharge is forced to occur

between a sharp point and a cylinder. 7 Finally, systems have been pro-

posed using flame dischargers, electron gun discharge tubes, and direct

thermionic emitters. 8

Whereas the abovL proposed methods of eliminating precipitation

static were aimed at discharging the aircraft by using a noiseless dis-

charger, another line of attack was proposed as a result of the Army-

Navy project. This method involves reducing the noise through electronic

means, as by the receiver blanking system. 9 Since then, considerable

effort has been directed along these lines, but the usefulness of a

blanking system as a means of eliminating noise has not yet been

demonstrated.

It wasnot until 1953 that Tanner.10 analyzed the fundamental electro-

magnetic coupling mechanism which is involved between the corona

discharge and the antenna terminals. In the light of this work, the

success of methods which had been used was easily explained. More

important, application of the coupling theorem in the laboratory has

paved the way to a full understanding of precipitation static and wi~ll

eventually lead to the development of a noiseless discharger.

B. FORMS OF PRECIPITATION STATIC

As mentioned in the previous section, when an aircraft is flying

through precipitation it develops a charge due to the triboelectric

phenomenon. When an individual ice particle strikes the aircraft in

flight, it acquires a positive charge, leaving an equal but negative

tharge on the aircraft. The charge separation that results when two

dissimilar materials are brought in contact and rubbed is caused by

the same mechanism.

The cumulative effect of the ice particles continuously'striking

the aircraft and depositing charge causes the aircraft's potential to

rise to hundreds of thousands of volts in relatively high charging

conditions, As the aircraft gains-charge, the fields at the sharp



extremities quickly rise to levals high enough for negative point corona

discharges to occur. This type of discharge was first investigated by

Trichel1 1 in 1938. Since then, many others have studied these negative

point corona pulses, and among the best measurements are those obtained

by Tanner.
1 0

Corona discharges can also result from the presence of high external

crossfields which often arise due to oppositely charged clouds between

which the aircraft is flying. This type of corona most frequently occurs

in conjunction with relatively high triboelectric charging so that the

two causes are usually not distinguished.

Corona discharge noise has become serious in high speed jet airaraft

because the wick dischargers, which are only moderately successful even

in propeller aircraft, cannot be used due to aerodynamic problems.

Furthermore, the problem is aggravated in jet aircraft because of the

higher charging rates which occur at higher speeds. Finally, the jet

engines themselves can charge the aircraft to such high potentials that

corona discharges occur in clear air. This is observed at low altitudes

and it is ýarticularly disturbing at take-offs and during landing

maneuvers.

Another form of precipitation static is due to streamering] and is

most serious in antennas under plastic surfaces-e.g., canopy antennas.

When ice particles strike a plastic surface triboelectric charging causes

the plastic to accumulate a charge. Since the charge cannot leak off,

electric fields ultimately become high enough to cause streamering.

Streamering is a discharge over the surface of the plastic between the

metal adjacent to the plastic and portions of the plastic surface on

which charge is accumulating. The short time structure and high energy

of the streamer pulses results in the production of RF components which

couple into nearby antennas. A study of streamering noise on canopy

antennas was made by Nanevicz.1

Finally, noise can arise due to the impact of individual particles

which acquire a charge in the antenna field region and move away. This

form of precipitation static has been found to be insignificant compared

to the others, however.A
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C.' SCOPE OF THIS STUDY

Although radio interference in aircraft due to corona discharges

was the first type of precipitation static to be observed, itlstill

remains by far the most serious. Therefore, this study will restrict

itself only to noise due to corona discharges.

Techniques developed at SRI, have made it possible to measure the

magnitude of the coupling function from the various vulnerable points on

the aircraft to a particular antenna location. Using these measurements,

together with the antenna input impedance and corona pulse characteristics,

it ha-a been possible to calculate adequately the noise at the chosen

antenna terminals.

Characteristics of the noise for a Boeing 707 aircraft's tail-cap

antenna are computed. The noise pulse shapes and spectrum are calculated.

Finally, in view of the interest in electronic interfLrence reduction,

the method of blanking is investigated and the ideal signal to noise ratio

calculated. This is compared to the noise reduction which may be attained

by using decoupled dischargers.



II COUPLING TIHEOWUN AND ITS APPLICATION

A. STATEMENT OF THEOREM

The characteristics of the noise appearing at the antenna terminals

of an aircraft due to corona discharges will depend on the electromagnetic
coupling between the discharge and the antenna. In the calculation of

electromagnetic coupling between structures, or between a structure and

a current, th'e reciprocity theorem is found to be extremely useful.

Several forms of the reciprocity theorem may be found in the literature.

Best suited for our purpose, however,, is the theorem cited below. This

form of the generalized reciprocity theorem was developed by Tanner 1 0 in

his study of corona discharges.

Consider a conducting body of arbitrary shape, Fig. 1, which in our
application represents the aircraft. Let region T1 represent a part of

the body that has been removed, thus forming the antenna terminals. If
a voltage, Vp, is applied between these terminals, then an electric field,

E1 , will result in all space, region T2 included. On the other hand, if

the antenna terminals are shorted and a discharge, of current density,

J 2 , is made to occur in region T2 , then a current, 12, will flow through

the shorted antenna terminals.-

The theorem then states that

2 =- ~1
2 V1 .t El (1)

2

The Fourier-transformed form of Maxwell's equations is used in the

derivation of Eq. (l),10 so that all quantities are frequency dependent

while E1 and J2 are also functions of the space coordinates.

It is possible to use Eq. (1) as an integral equation to find J2

if 12 and E,/V1 are known. Alternatively, Eq. (1) may be used to compute

the short'-circuit current, 12, in the antenna terminals if E1 /V 1 and J2

are known. It is this latter interpretation of the theorem that is useful

in the calculation of the characteristics of noise at the antenna terminals
and in the eventual estimate of receiver response.

5



T2 REGION IN WHICH

DISCHARGE OCCURS

TTERMINALS

FIG. 1

ILLUSTRATING THE COUPLING
FROM A DIISCHARGE ON A

CONDUCTING BODY'

B. APPLICATION

A direct application of this theorem to actual calculation of short

circuit current requires a knowledge of the field El in the region of the

discharge as well as the space-time structure of the discharge current

density J 2 . For the case of an aircraft, the boundary value problem to

be solved in order to obtain El is impossible. Furthermore, the discharge-

current space-time structure is not well known. Thus it becomes apparent

that the direct calculation of short circuit current' in an aircraft

antenna would be of formidable complexity. By the use of laboratory

techniques, howeve-r, together with the conceptual understanding derived

from, the theorem, the short-circuit current in a given aircraft antenna

Clan be adequately estimated.

The development whicrh follows illustrates the application of the

theorem to the corona discharge coupling problem. The method used is

essentially to separatve the frequency dependence of the current into two

6.



parts, one due to the aircraft structure and the other due to the discharge.

The advantage of "this separation is that the two functions can be deter-

mined by separate sets :of laboratory measurements.

The shor circuit current, Eq. (1),:may be written in explicit form as:

12(w) = 1 (I(W) * J.2(XIC)d" (2)

where

X = X,y,Z.

dX3 = dxdydz.

For the application to corona~discharges on an aircraft, we are inter-

ested in finding the short-circuit current at a specific antenna for corona

discharges occurring at various locations. These locations are primarily

the trailing edges and tips of the wings, elevators, and the rudder.

Let us now suppose that we select a point ý on the aircraft structure

at a point on a trailing edge where corona discharges are likely to occur.

Then in a region about this location of the trailing edge, the electric

field may be written in the normalized form given below:

Er(X)

This relation will hold in a region which is small compared with a

wavelength. For this reason the ieference point ý0 need not be in the

discharge region proper but may be on the wing surface or several inches

away from the trailing edge. Substituting this expression in Eq. (2)

we obtain:

1 ) E(,c) 1  JT E.(x) J 2 (x,w)dx 3  (3)V2• = l(-W) EI(6°) fr2'

446 w(,)D(&) (4)

where

7



D(W) = 1  J EI(X) " J 2 (Xco)dx3  (6)

The short-circuit current as expressed'in Eq. (4) is a product of two

functions. The function Oe( -o) depends on the location of the discharge"

on the aircraft, the location and characteristics of the antenna, the

aircraft size, shape, etc. Thus this function may be considered as a

coupling function or transfer function. On the other hand, D(&)'is an

expression of the noise source characteristics and depends purely on the

local geometry of the discharge and on the discharge current characteristics.

Thus the frequency variations which appear in q)(j,w) are due to air-

craft and antenna resonances while the frequency variation of D(&)) is due

entirely to the character of the corona discharge and the local geometry.

These two functions are evaluated by two separate laboratory experiments

which will be briefly described in the following two sections.

8



III CORONA DISCHARGES

A. G.NENUAL CONSIDERATIONS

Our main concern in this section will be to obtain an expression

for P(wo). This will be done by laboratory measurements on the corona

discharges from a straight edge, which for example might represent the

trailing edge of a wing. Before discussing the experimental techniques

used in determining the corona characteristics, a brief description of

the corona discharge is appropriate.

The actual physical process involved in negative point corona dis-
charges is not completely understood. Qualitative arguments have been

,proposed, however, which explain the phenomenon. Consider, for example,

the situation where a fine hemispherically capped wire is situated near

a plane or sphere. As the potential of the plate is increased in the

positive direction with respect to the point, a potential will be reached

where "orset" of corona will be observed. Above this potential a very

steady stream of pulses is observed, whereas at onset the pulses tend

to be erratic. An individual pulse is initiated by the formation of a

free electron very near the point where a very high field exists.

At threshold, this field is sufficiently high for the electron to

have a high probability of gaining.ionization energy between collisions,'-

"enabling it to'produce additional electrons. These, in turn, produce

more electrons by collision. In this manner an electron avalanche occurs.

As the electrons move away from the point, they move more slowly because

the field is decreasing rapidly with distance. The slow moving electrons

are readily captured by oxygen molecules to form 02 ion~s.

The positive and negative ions which have been produced, due to their

low mobility, accumulate to form separate space charge clouds. The cloud
of positive ions is nearer the point than is the negative ion cloud. Its

presence augments the field between it and the point, while the field far-

ther out, between the positive and negative clouds, is decreased. This

increase of the field near the point will improve the probability that an

electron in this region will ýain ionization rotential between collisions.

9



Thus, the conditions for the formation of additional avalanches improve,

and it is estimated that a large number of avalanches contribute to the

build-up of the pulse. From the rapid rate of build-up of the pulses,

it is believed that primary electrons for the additional avalanches are

supplied by photo emission from the point.

At the same time the pulse is building up, the reduced field further

out from the: point facilitates the capture of electrons and reduces the

distance at which formation of the D2- ions can occur. Thus, as the

discharge proceeds, the cloud of negative ions becomes larger and crowds

closer toward the point. The positive ions, meanwhile, are drawn into

the point and disappear. The field near the point is thereby ultimately

reduced to a value for which ionization by collision is no longer possible

and the pulse is shocked off. The entire sequence of events occupiers

approximately 0.2 1usecs at atmospheric pressure.

Although each corona pulse is seen to consist of a complicated

sequence of physical processes, the over-all influence of the disturbance

on nearby structures may be determined by laboratory measurements.

Tanner, 10 for example, conducted an extensive and careful study of the

corona pulses from thin hemiispherically capped cylinders for which the

effects of tip radius, pressure, and magnitude of fields were carefully

observed.

In calculations for the corona noise in aircraft, however, it

becomes necessary to study the discharge obtained from a thin edge. This

represents the trailing edges of the aircraft wings and tail surfaces

from which the corona discharges.take place.

B. DISCHARGE FROM EDGES

The corona discharges which can be obtained from an edge, such as

the trailing edge of a wing, for example, might be expected to have

similarities to the corona pulses obtained from a point. At the same

time, differences in the geometry of the discharge region lead one to

expect different corona pulse characteristics. Thus, for an edge, the

field falls off more gradually than from a hemispherically topped wire.

The discharge should therefore extend farther from the edge due to the

fact that the electrons will travel farther out before attachment to

the 02 molecules becomes very probable.

10



I. EXPERIMENTAL TECHNIQUE

In order to obtain laboratory measurements of the function D(M)
defined in Rq. (6), it is necessary to duplicate the local geometry of
"•the aircraft at the locations where discharges take place. The locations

of most interest are the trailing edges and tips of the wings, of

elevators, and of the rudder. The field about the trailing edge of these

airfoils will be approximately hyperbolic at a point away from the tip.

Thus, to simulate the field structure, an elliptical metal electrode was

assembled. A replica of the trailing edge of the wing could be lowered

into this structu-re with the edge placed at the focus of the elliptical

electrode. The fields about a trailing edge are thus reproduced with

g.ooo accuracy.

A high voltage applied between the model of the trailing edge -and

the elliptic electrode will then cause corona discharges from the edge.

Figure 2 illustrates corona discharges from a trailing edge in the

geometry described above.

The dimensions of this electrode system are small compared to the

smallest wavelength of interest, so that any frequency variation in the

measurements will be due to the corona discharges. This geometry will.

therefore be satisfactory for a determination of fl(W) experimentally.

If corona discharges are induced, by applying a high positive voltage to

the elliptical electrode, then the short-circuit current at the measuring

terminals will be

I e(~ I = , 1 E x J x ~ ) x f (7 )

Since the fields are reproduced with good accuracy, the above integral

will be the same .as the one appearing in Eq. (6), so that combining

'Eqs. (6) and (7) we find:

I D(co) = ,MI.(~ = >(O II( (8)

where eý()').is the coupling factor for this geometry at an arbitrary

point 0'. This reference point must correspond to the reference point

which is used in the measurement of the aircraft coupling functions ,

11
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The set-up which 'is used is shown in Fig. 3. The current which

flows through the 51 Q resistor across ithe terminals is assumed equal to

the short-circuit current. This is a good approximation in the frequency

range where measurements are taken, since the capacitive reactance

parallel wit. this resistance is very large in comparison. Direct

measi:rement of the current is not taken; instead, use is made of the

attenuator in order to make the reading of the meter when the receiver

is connected to the discharge electrodes, equal to that obtained when

the noise diode is connected. Thus, with the receiver fixed at a 2-Mc

center frequency, the DC discharge current was varied and measurements

of IIe(W=If2Mc were obtained. These readings are plotted vs discharge

current in Fig. 4.

The frequency variation of IIe(CO)M was obtained using an exactly

similar set-,up, with the exception of the coupling geometry. A much

smaller electrode system was constructed so that it could be placed

under a bell jar. In this way, variation of corona spectra'l character-

istics with altitude was obtained. The frequency spectra of the corona

discharge from an edge of 20-mil aluminum are shown in Fig. 5. The data

were taken for a total discharge current of 100 microamperes, and normal-

ized so that the 2-Mc reading at sea level corresponds to unity. The

coupling factor for this geometry, lke,( 0 ) in Eq. (8), may be obtained by

laboratory measurement, or it can be estimated theoretically.

The experimental method makes use of an extremely useful technique

developed by Nanevicz. 13 The method employs a probe which consists of

two small platinum spheres very close to each other. By applying a

potential difference between the spheres by the use of high resistance

distributed leads, a discharge is made to occur. After the probe is

placed near a structure, the short-3ircuit current which is measured at

the terminals will be proportional to the average reciprocal field in

the region of the discharge in the absence of the probe. Thus, in our

geometry, the probe is placed at a distance go from the edge where the

field is not changing very rapidly. Then, the probe is placed in a

standard parallel-plate geometry (see Fig. 3). From the ratio of the

two-short-circuit currents and the coupling factor for the parallel

plate geometry, whichis known, /,(eoe) is determined.
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The coupl.ing factor for this geometry could be computed theoreticall]y

by sol~ving for 0~e file]d about a semi-infinite sheet. , "'hen this was donte,

good agreement; was. obtained with the laboratory measurements.

r For a det~ailed description of the measurements and techniques

described very briefly above, see t~he comprehensive study by Tanner and

Nanevicz. 14

2. RESULTS'

From Fig. 4 it is observed that` as the discharge current' increases

the noise current soon approaches a half..power relai~ionship to the dis-

charge current.. This implies that the corona pulse amplitude iS not

affected much by t~he static field and that, the coron~a pulses are random

in t~ime ..

Consider a signal of v identical random pulses per second. As shown

in Appendix A, ,the power spectrum is proportional t~o v.

15



Thus

G~~w) ~ r, J" (co)J 9

where G(co) is the power spectrum, F(w) is the Fourier transfoim of an

individual unit pulse and A is the amplitude of the pulse. Now if A

remains constant, since v is then proportional to the discharge current,

the noise current will vary as the half power of the discharge current.

As demonstrated by Tanner,1 the rise time of the pulse from a point

is extremely short,wwhile the decay is ap'proximately exponential with

time. Replacing the actual pulse by a simple exponential does not alter

the frequency spectrum until well above 30 Mc. This exponential model

of the pulses is corroborated by the experimental spectra shown in Fig. 5.

These approximate very closely the spectra of a pulse whose shape is given

by Eq. (10). For the corona from an edge the rise time should be of the

same order of magnitude. Thus let us represent a noise pulse due to

corona by a simple exponential of the form

f(t) = ae-,it for t > 0- (M0E

The pulses which occur physically will vary in amplitude and slightly in

decay time due to the small local differences in geometry, space charge,

etc. However, assuming the variation in ,B is small, the power spectrum

for v random pulses per second is found to be

v A2

G(c) - (11)
IT &2 + a2

where A2 = '2
= average amplitude and a = 8 = average time constant.

Thus the predicted spectrum for D(o)) is of the form:

D~w) = J A .(12)

Curves of this form are plotted in Fig. 5 so as to fit the experimental

data points as well as possible. From these curves we obtain a and the

value of the spectrum at zero frequency C = V-/17(A/a). The time constant

16



r 1/a and C are plotted vs. pressure in Fig. 6. The plot clearly

indicates that the length of the pulse varies inversely with pressure.

The fact that the asymptote C also varies inversely with pressnre

indicates that the amplitude and the number of pulses per second must

vary in such a way as to make AV/ a constant.

By the use of a counter the value of v was obtained at sea level

and at a pressure equivalent to 50,000 feet. These are shown in Fig. 7,

along with the calculated average amplitude of the pulses using C, v,

and a obtained previously. Thus, by interpolation, we can obtain the

amplitude, the time constant, and the number of pulses per second for

any altitude. Figures 5, 6, and 7 were obtained on the basis of

100. microamperes discharge current. Extension to other discharge currents
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can be made either by using Fig. 4 or by simply recalling that V is

proportional to the discharge current.

C. DISCHAfIGE FhOM TIPS

The measurements of corona discharges presented in the last section.

hold good for an edge such as the trailing edge of a wing. A point of

great interest, however, is the tip o-f the trailing edge--for example the

wing tip, which is the point that first breaks into corona on a typical

aircraft. Other points of interest are the tip of the horizontal stabiL

lizer and the ,tip of the rudder. For these regions further meas~urements

must be made.
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In the small region of the discharge from the vicinity of the tip
it is assumed that the conditions aire such that the frequency spectrum
shape will remain the same. Thus, the only difference will be in the
magnitude of the coupling due to the change in geometry. A model of
the wing tip of the Boeing 707 was made and the triangular section was
placed in the elliptic geometry used previously with the tip situated•.at

the focus. Although this geometry does not provide a completely true
replica bf the actual field, it simulates these fields very closely in

the immediate vicinity of the tip. This is'.because the geometry of the
field very close to the tip is determined almost entirely by the con-
ducting boundary surface provided by the tip, itself. Using the procedure

outlined in the previous section, measurements of short circuit current

as a function of discharge current were obtained. The results are shown

in Fig. 8. Comparison with Fig. 4 indicates good agreement in shape;
however, as expected, the magnitude has increased. The change in noise
level, from the edge to the tip, in the region where. the half-power

relation is established, is approximately 2.8. Thus, the amplitude of a
noise pqlse from the tip will be 2.8 times the pulse amplitudes from an
edge as given in Fig. 7.
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NOISE AMPLITUDE FROM WING, TIP
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IV COUPLING FUNCTIONS

A. GENERAL CONSIDERATIONS

As outlined in Sec. II, the short-circuit current at the antenna

terminals is determined by two functions of frequency. The function

D(&) which describes the character of the noise source was determined
in the previous section. It remains to evaluate the coupling function

/(w) which is due to the aircraft and the antenna. Since the form of

the coupling function will depend not only on the shape of the aircraft,

but also on the location of the antenna and the location of the point
where the discharge takes place, it becomes necessary to select a

particular aircraft and a specific antenna on that aircraft. The air-

craft selected for study is the Boeing 707; the antenna is a tail cap.

The complexity of the coupling functions makes a theoretical ca

calculation virtually impossible. -Thus, the coupling functions must be

determined experimentally. The procedure outlined below provides a way

of measuring the absolute magnitude of the coupling functions between

the tail-cap antenna and the various points of interest.

B. EXPERIMENTAL TECHNIQUE

The method employed to'measure the coupling functions uses the small
discharge prc 'e which was mentioned in Sec. III B-1.

The measurements are made on a scale model of the aircraft with the
antenna properly scaled. Since the model must be completely isolated,

it must be large enough to accommodate a meter, a receiver, attenuators,

and associated equipment. A tenth scale model of the Boeing 707 was used

for the measurements. The trailing edges and tips do not have to be
modeled with extreme accuracy since we are not interested with the fields

in the very close proximity of the edge. The discharge probe is then

placed so that the small discharge is located at a dis~tance e0 from the

edge at the point where the coupling is to be measured (see Fig. 9).

This distance properly scaled, must correspond to the one used in the
previous chapter for the measurements of D(O).
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FIG. 9

COUPLING FUNCTION MEASURING SET-UP

The fields at this distance are not changing very rapidly and are

nolý altered appreciably bythe fact that the thin trailing edges are not

scaled exactly. At the same time the distance e0 is much smaller than

the shortest wavelength of interest; thus, the short- circuit current at

the antenna terminals, as measured by the instrument within the model,

will be proportional to the field at the point !0 and therefore will

provide a measure of qb(e,w). The discharge probe is then placed in a

standard parallel plate &_ometry. The short-circuit current measured in

this case will again be proportional to the reciprocal field, which is

known. Thus the coupling function can be obtained as a ratio of the two

currents and the coupling function of the simple parallel plate electrodes.

Thus, the procedure for the measurement of the coupling functions

is straightforward. With the receiver tuned to a properly scaled .

frequency, the probe is held at the point of interest on the aircraft

(see Fig. 10) and the redding on the meter is noted. The probe is then

placed in the standard field and attenuation is inserted so as to make

the meter readings identical. This eliminates the unknown constant of

the measuring instrument and gives the ratio of the currents directly.

A complete description of the techniques used in these measurements

will be found in the report by Tanner and Nanevicz. 14
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FIG. 10

MEASUREMENT OF COUPLING FACTOR ON 707 MODEL

Consider an aircraft whi.ch is in a charging condition. As the

potential, of thie aircraft increases, the wing tips will he the first to

reach threshold and go into corona. As the potential continues to

increase, the discharge will spread inward on the wingý trailing edge.

Before too long however, both the tail and the elevator tips wi.ll also

break into corona. Even under relatively severe chargin conditions no

more than the outer 10"' of the wing is discharging current. Thus, the

three poJi ts of particular interest are the wing tip the elevator tip,

and the tip of the rudder.

The procedure outlined in the previous section was used to measure

the coupling funct.i ons between the tail-cap antenna and these points.

1"or eac Io inc at i on measurements were taken for a lartge number af'
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COUPLING FROM RUDDER TIP TO TAIL-CAP ANTENNA

frequencies so as to obtain a reliable frequency variation for the coupling

functions. The measured coupling functions are shown in Figs. 11, 12, and 13,

properly scaled for the full sized aircraft.

The frequency variations which are observed, in the absolute value of

the coupling functions, are due to the rather complex combination of the

electromagnetic resonances of the various sections of the aircraft.

Consider for example a frequency of approximately 1.8 Mc where the coupling

to the elevator tip, Fig. 12, is observed to have a minimum. At this

frequency the wings and fuselage add up to a length of X/4 at the base of

the horizontal stabilizers. Thus, since the horizontal stabilizers are

s'till well below resonance, the low impedance presented by the front part

of the aircraft will cause a minimum in the coupling function to the

elevator tip.

At 3 Mc a maximum is observed in all the coupling functions. This

is attributed to the X/2 resonance of the aircraft, and represents a point

of strong electromagnetic coupling to the airframe. Thus, a maximum is

observed in the coupling function to the elevator tip even though it is

still below resonance. The coupling to the wing tip, Fig. 13,, is enhanced
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by the fact that the wing is approximately X/4 at this frequency. At

5 Mc, the fuselage ahead of the wing is X/4 long and thus a minimum in

the coupling to the wing tip results. At the same time, the fuselage,

with the slight influence of the wings, presents a.3X/4 resonance at the

junction with the horizontal stabilizer, thus causing the minimum at the

elevator tip. At approximately 6.5 Mc a maximum occurs in the coupling

to the wing tip. This is probably explained by a 3X/4 resonance of the

wings at this frequency. Finally, at approximately 9 Mc the horizontal

stabilizer has reached a X/4 resonance. This explains the high maximum

which occurs in the coupling to the elevator tip. For the same reason,

the coupling to the wing tip will go through a minimum. The coupling to

the wing is further reduced at this frequency because it is approximately

one wavelength'long.
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V RATIONAL FUNCTION APPROXIMATION FOR COUPLING FUNCTIONS

A. GENERAL CONSIDERATI.ONS

By the experimental techniques described in the previous chapter

the magnitude of the coupling functions to the tail-cap antenna have

been obtained. For a complete description of the coupling functions,

however, a means of establishing their phases must be developed. This

will enable us to calculate the shape of the corona noise pulses at the

antenna terminals, to estimate the response of the receiver, and to

evaluate electronic means of noise reduction.

The relation of the coupling function to the antenna impedance

provides a means by which a complete description of the coupling function

can be obtained.

B. RELATION BET!VEEN COUPLING FUNCTIONS AND ANTENNA IMPEDANCE

In Section IIB it was suggested that the coupling function may be

considered as the transfer function of a network. Indeed the coupling

function may be expressed in terms of four-terminal network parameters.

Following Tanner's° argument, let us assume that the corona from some

point on the aircraft takes place between that point and a small electrode

located a distance d away. Let the point of discharge and the small

electrode represent terminal pair 2 of the four-terminal network. The

antenna terminals are terminal pair 1. If a voltage V1 is now applied,

at Terminals 1 then the open circuit voltage at Terminals 2 will beý

V1
S2 z211 = z12 - (13)

\However the voltage V2 is proportional to the field between the point of

\discharge and the small electrode, thus

V2 = EBd (14)
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Combining Eqs. (14) and (13) we find

z12 ,(5

V1  d

If in a general four-terminal network, terminal pair 1 is short-

circuited and a current 12 applied at Terminal pair 2 we obtain

z 12

11 z1= - 11

This can be compared to the result of Eq. (4) and Eq. (15) which gives:

1 =1 = [ - D (16)z n

Thus the coupling function has the form of a transfer function with

dimensions of reciprocal distance (m-1) since the input is not a current

but a current moment (amp-meters). "

The importance .f Eq. (15) lies in the fact that it gives us the

functional form of the coupling functioh. The impedance z 11 is the input

impedance of the antenna and it can be measured experimentally, and z12

.,as defined above, cannot be measured. However, by using the known prop-

erties of network parameters, the measured znand 1I0, rational function

approximations for the coupling functions will be obtained.

C. PROPERTIES OF THE COUPLING FUNCTIONS

It has been shown, Eq. (15), that a coupling function is related to

the open-circuit parameters of a four-terminal network. Using this

equation some properties of the coupling function may be determined.

If they represent a physical network, the impedances zll and z12 can

be shown to have a number of properties, 15,,some of which are stated below-

In the complex frequency plane representation, the impedances must be

either rational algebraic functions or meromorphic functions. The poles

of the functions are restricted to the left half of the p-plane (where p-

is the complex frequency variable p = o- + jco) and on the jw-axis.
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The zeros of zl!have a similar restriction while the zeros of z 12 may occur

anywhere 'in-the pFlane. If z12 has poles on the jo-axis, these poles must also appeir in zll.

Since the aircraft and the antenna are distributed structures, the

impedances z,1 and z).2will be represented by meromorphic functions. Within

any limited range: of frequency, however, rational algebraic functions may

be used to approximate the impedances.

Before discussing the tail-cap antenna, let us consider the case of

a simple symmetric dipole. At very low frequencies the dipole becomes a

static capacitor, so that the impedance zll must have a pole at the origin

of the p-plane. Thus zimay be represented as

z = k pB(p) (17)

where B(p) represents the conjugate poles of z and is a polynomial with

its 'roots in the left-half plane and A(p) represents the zeros of z and

has again all roots in the left-half plane.

"Let us consider the physical implications of a unit input current at

the antenna terminals at a complex frequency mhich coincides w ith a pole

of z ir Under these conditions an infinite voltage would result, so that

infinite fields would be produced. In particular, infinite fields would

also exist in the region of the discharge, which implies infinite voltage

at Terminals 2. Thus all the poles of Zllwill appear in z17

Next, let us consider the implication of a finite zero of transfer

impedance z 12 A finite zero would require that, at a particular complex

frequency, the obtput voltage be zero for a unit input current. For the

simple geometric structure under consideration this will not be po%:sible

since the field in the region T 2 will not be zero. Thus, all the zeros
of z12 must occur at infinity, and Z12 will have the form

K'"-12 : p.p (18)
pB(p)

where .' is a constant. Substituting Eq. (17) and (18) into (15) we find

the coupling function depends only on the zeros of the input impedance

of't he dipole, i.e.,
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'p =(19) A(p)

Let us now turn to the tail-cap antenna on an aircraft. The tail-

cap antenna may be likened to an asymmetric dipole where the aircraft

plays the role of a rather complex long element. For the purposes of

this discussion, the input impedance of the asymmetric dipole will be

taken as the mean between the impedances of the two symmetric dipoles

represented by the two elements of the asymmetric dipole. This approxi-

mation of the input impedance, discussed by King, 16 Tai, 17 and others,

although not accurate quantitatively, is good enough for our qualitative

discussion.

Thus the input impedance of the tail-cap antenna may be represented

by

1
Z 1 2 (z1  + z 2 ) , (20),

2

where zI represents the impedance of the aircraft and z2 the impedance

of the cap. Since we are interested in a rational function approximation.

which will be good from very low frequencies up to approximately 15 Mc,

z1 will have the form of Eq. (17). The polynomials A(p) and B(p) will

contain the two or three conjugate pairs of poles and zeros, which

represent the lowest two or three aircraft resonances, The impedance

z 2 , however, will have the form

k. 
.

z2 = -- (21)
p

since in the frequency range of interest the cap is well below the first

resonance. Thus, the over-all. impedance will .be

12 + k (p)
Dl : = 2 , Tp _ )

1 C(p) (22)

PB(P)
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It i-s important to note that since we have defined the impedance as

a sum of two impedances arising from the two halves of the antenna, care

must be taken in the assignment of poles to the transfer impedances.

Thus, the transfer impedance to some location on one of the elements of

the asymmetxic dipole will be required to have only the poles contained

by the input impedance of that half. In other words, the transfer

impedance to the tip of the short element will contain only a pole at

the origin which is due to z 2, while the transfer impedance to any part

of the long element will contain all the poles of z,.

It follows that the transfer impedance to the tail-cap tip, i.e.

the rudder tip, contains only one pole located at the origin. From

previous considerations, there will be no finite zeros of transmission

since the cap has a simple geometric form. Thus the coupling function

to the rudder tip 10, will be

ko (p) = KO B(p) (23)

°=C (p )

The transfer impedance to the other two points of interest,. i.e.,

the elevator tip and the wing tip, will be more complex. The poles of

these transfer impedances will consist of all the poles of z1. Further-

more, there will be the presence of finite zeros of.,. transmission due to

branching which occurs in the aircraft. Consider for example, the

possibility of zeros of transfer function to the elevator. There are

two ways by which zeros cancome.about:

(1) ;,t frequencies where the fuselage.and wings present
a short at the junction with the horizontal stabilizer

(2) At frequencies where the horizontal stabilizer
presents an open circuit at its lunction to the
fuselage.

Similarly the zeros to the wing tip arise due to the separate

resonances of the horizontal stabilizer, the wing, and the fuselage

section forward of the wings. The transfer impedance to these points

will then have the for'm

Di(p)=K' (4
zl 33 pB(p)

33



Substituting Eq. (24) with Eq. (22) into Eq. (15) we obtain for the

coupling function to the elevator tip

D1 (p)

@P,(P) = G(p) (25)

and for the coupling function to the wing tip

02(P) DK2 D(p) (26)

Note that even if a root of Di(p) coincides with a root of B(p), the

coupling function will still have the fo:rm shown.

Ittis evident that all the roots of the polynomials Dl(p')' and D2 (p)

will be in the left-half plane since they represent either poles or zeros

of input impedances. Therefore, all the coupling functions have their

zeros and poles in the left-half plane, so that as transfer functions

they represent minimum phase networks. This means that we can determine

-'(p) uniquely from a knowledge of IPf2 on the jco axis.

D. RATIONAL APPROXIMATION OF TAIL-CAP ANTENNA IMPEDANCE

1. IMPEDANCE MEASUBEMENT

Impedance measurements of the tail-cap antenna were not available.

The impedance was determined from the knowledge of the tail-tip probe

antenna impedance and the measurement of the s!catic capacitance of the

model antenna.

The probe antenna, which projects forward from the top of the tail

of the 3oeing 707 (See Fig. 9), is located near the tail-cap antenna.

For this reason, the same aircraft resonances will influence the impedance

of both antennas for frequencies corresponding to wavelengths large

compared to the antenna sizes and the distance between the, antennas.

From Eq. 20 we note that the impedance of either of the two antennas will

be a sum of two terms. At sufficiently low frequencies the contribution

from the airframe will be identical to both antennas, while the second

term in each case will be simply a capacitance. Finally, to complete the

equivalent circuits a capacitance must be included across the antenna ter-

minals. This is the base capacitance which is due to the feed configuration.
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It can, be shown that, if the real part of the impedance due to the
airframe is much smaller than the imaginary, the two antennas will

contain similar real parts excapt for a difference in the constant

multiplier.

Thus, at low frequencies, the real part of the impedance of the

probe antenna and the tail-cap antenna will differ only by a constant

multiplier, This factor, which essentially relates the differencm, in

coupling strength, was determined by model measurements made in the

electrostatic cage. 18 From these measurements it was found that the real
part of the tail-cap impedance is approximately twice that of the probe

antenna. The normalized resistive part of the probe input impedance is

shown in Fig. 14. The lower two resonances are the pertinent aircraft

resonances, while the sharp increase at the higher frequencies is due

to the self resonance of the probe and therefore doe* not apply to the

tail-cap aiftenna impedance.
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NORMALIZED REAL PART OF PROBE ANTENNA IMPEDANCE
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As far as the imaginary part of the impedance is concerned, at very

low frequencies it will be determined purely by the static capacitance.

This capacitance was measured on the model which was used for the coupling

function measurements. It was found:to be tOOA.f scaled to the full size

ai-icraft.

2. NORMALIZATION

It is convenient to normalize the'impedances with respect to frequency

and resistance. This normalization provides a means of scaling the

frequency and the element values to small numbers.

The frequency scale is normalized to some frequency od, so that

C = = (27)
•0

where

0'= actual frequency

co normalized frequency.

Similarly the impedance is normalized to some resistance R0 , thus

Z(GO) = (0 (28)
B0

where

Z'(w) = actual impedance

Z(&o) = normalized impedance:

When this is'"done, the actual element values (primed) are related to

the corresponding normalized element values (unprimed) as follows:

LR~o

B0

R' RBo (29)

C
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3. RATIONAL FUNCTION APPROXIMATION

The behavior about a resonance of the impedance may be described

approximately by the equatibn

Z(jw) = (30)

and the real part is given by

1

11(w) =(31)

The resonance of this function occurs 9t 6o = i/VLc and the peak value

is R. Let the measured real part of the impedance be R*(co). Then we want

to find the values of R, C, and L which would best fit the measured

resistance R*(cj). An attempt to set up a mean-square error approximation

of the conductances directly would require the solution of complex non-

linear equations for R, L, and C. However, Eq. (31.) may be rewritten as

\COL ) RR*(Go) -12

where the plus or minus is taken depending on whether the frequency is

below or above r.esonance respectively. Thus by treating. R as a parameter

or by assigning to it the peak value if it is known, we can form a

residual

N 1 12L

LI w' K-( (32)

where

I(60) 112

and using the extremum conditions /3L = a/'C = 0 we obtain the

following equations which may easily be solved for L and C.
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N N Ki

ill W2i= C

(33)

N C = Kiwi
i=1 ~

The rational function approximation for R(&) shown in Fig. 14 was

obtained by the use of Eqs. '32) and (33). The equations were applied

to the points below the self resonance of the probe (2 < co < 2.5) by

assuming a number of R's and computing the corresponding residuals. The
R giving the minimum residual is found and the optimum L and C are then

calculated. The resonance curve may then be computed and subtracted from

the over-all impedance. The two remaining resonances are easily approxi-

mated without resorting to Eqs. (32) and (33) since the peaks and the

resonant frequencies are known.

In this way the two lowest resonances of the tail-cap antenna were

obtained as

R 4.14 + 2.45

(4:14)2 + (3.22 - 35.8& )2 (2.45 )2 + .( - 6.8o) 2W (
(34)

The tail-cap impedance is obtained from Eq. (34) by substituting

the complex frequency variable p for joi and recalling Eqs. (30) and (31),

in addition, the antenna capacitance which was measured on the model must

be included. Thus, the tail-cap input impedance is found to be

1.59 0.0 2 7 9p 0.147p
P p 2 + 0.1154p + 0.09 p 2 + 0.36p + 1

where p is a normalized complex frequency related to the actual frequency

by p = '/0)0
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E. COUPLING FUNCTION APPROXIMATIONS

1. COUPLING TO AUDDER Tip

The coupling function to the tip of the rudder is easily obtained

directly from the poles and zeros of the tail-cap input impedance.

Thus, using Eq. (35), the coupling to the rudder tip is obtained

from Eq. (23) in the form

.o llllp 4 + 5.282p3 + 12.57p2 + 1.642p + 1
1K12.33p 4 + 5.471p 3 + 12.R6p 2 + 1. 6 4 2p + (

The constant K0 is evaluated by visually fitting the absolute magni-

tude of'1 0 calculated'from Eq. (36) to the experimental points. The

calculated coupling function Wi0 1 is shown in Fig. 15 where K0 is found

to be 1.3 X 10-2. The calculated curve has very small variations from

a constant value. Thus, although it exhibits the proper frequency

variations, comparison with the measured points indicates larger varia-

tions should have been obtained. The most feasible explanation is that

the measured antenna capacitance was low compared to the actual capacitance.

An increase in the static capacitance in Eq. (35) would result in a

calculated coupling function 1I0o which Would have greater excursions

from a constant value and the fit to the measured points would be better.

2. COUPLING TO ELEVATOR TIP

..... he coupling function to the elevator tip, as indicated by Eq. (25),

will contain the zeros of the antenna impedance in the denominator. The

numerator of the coupling function, however, is unknown. The numerator

was determined by a trial and error procedure to provide a good fit to

the experimental points. The calculated coupling function to the elevator

tip is found to be approximated by the equation

122.5p 4 + 59.78p 3 + 53.74p2 + 3.118p + 1
12,33p4 +4 5.471p 3 + 12.86p 2 + 1. 6 42 p + 1

where K1 is again determined from the fit of the calculated I101 to the

measured data. The calculated function j'11 is shown in Fig. 16 where
K 1 is found to be 0.8 X 10-4.
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CALCULATED COUPLING FUNCTION FROM RUDDER TIP

3. COUPLING TO THE WING Tip

The coupling function from the wing tip has a form similar to that
from the elevator tip. Thus, in this case again the trial and error

method must be used in order to determine the numerator. The coupling
function to the wing tip was found to be approximated best by the

expression

'/,2(P) K K2  50.77p' + 17.05p' + 44.02p 2 + 9.2 5 2 p + 1 (38)
12.33p4 + 5,471p 3 + 12.86p 2 + 1.642p + 1
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The absolute value kb2 1 was calculated from Eq. (38) an:d is plotted

in Fig. 1V for a comparison with the measured points, and K2 found to be

0.32 X 10-4. The approximating function ý2 of Eq. (38) does not reproduce

the resonance of the measured function at around 7 Mc. Naturally a

function as simple as i 2 (p) of Eq. (38) could not be expected to reproduce

the number of maxima and minima displayed by the measured data. A better

approximation would require at least another pair 'o'f conjugate poles at

around 7 Mc. This would require that the antenna impedance contain, a

weak resonance at a frequency slightly higher than 7 Mc which was not

apparent from the measured data of the impedance shown in Fig. 14.

This conclusion is supported by the following observation on the

approximation to the impedance shown in Fig. 14. The approximation for

the second resonance is-poor on the upper side (at around 14 Mc).

iO $ i i l iI I I I [ "

S10-3

0 0o 00

00

K 00.32x

10 - 1 t k I I. I II I I IO, 0.5 .0 .5

u -NORMALIZED FREQUENCY NA-Z4,4 -11

FIG. 17

CALCULATED COUPLING FUNCTI ON FROM WING TI P
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This indicates that a much sharper resonance could be taken perhaps with

a resonant frequency slightly hikher than 10 Mc. This would in turn

require a weaker resonance at around 8 Mc in order to provide a good fit

to the low side of the measured resonance curve.

This more complex approximation was not undertaken since it was felt

that the addied complications would not be justified by the small improve-

ment which would be obtained in the coupling function approximation.

Since we are basically interested only in the length of the resulting

noise pulses, the low frequency behavior is of major interest. Indeed

the location of the lowest frequency pole is sufficient information in

determining the largest time constant, and this would not be greatly

altered by the addition of another set of polis to the coupling function.
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VI CHARACTERISTICS OF NOISE
AT ANTENNA TERMINALS

A. SHORT-CIRCUIT CURRENT PULSES

In Sec. II a relation was obtained,Eq.(4), which expr~essed the khort-

circuit current at the antenna terminals in terms of two functions. These

two functions were determined independently in the previous sections and

we are now in a position to calculate the noise pulse at the antenna.

The Laplace transform equivalent of Eq. (4) is

I 1 (p) v (p)D'p)

where p is the compl-ex frequency variable. The function D(p) is the

Laplace transform of a simple exponential function which we have used

to approximate the corona pulse characteristics [Eq.:(10)]. For a pulse

beginning at time t = 0, D(p) will have the form

A

D(p) = (39)

p +Y

where the frequency is normalized to o0 and y = al/o- The quantities A

and a are the amplitude and decay constant of the corona pulse. The

measured values and variation with pressure of these quantities are

obtained from Figs' (6) and (7).

The coupling function qj(p) depends on the location of the corona

discharge on the aircraft as described in the previous chapter. The

coupling function from a~ny part o.f the aircraft, to't'he tail-cap antenna,

will have the same poles. Thus, let us write the coupling function from

point I in the form

Fj(P)

( K, (p 2 .+ alp + b3)(p 2 + a + b2 ) .(40)
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Then the short-circuit current will be given by

KI A F, (P)II(p do 2 (41)

o0 (p + .y)(p 2 + atp + 61 )(p 2 + a 2p + b2)

The inverse transform will give the current pulse shape at the

shortcircuited antenna terminals. Thus,

K1 A IjjW+C F,(p)eP" dp'

2wit) = 2r-'-'• jC (p ,) +alp + b^)(p 2 + a 2p + b2) "00

where p' is the actual complex frequency var'iable and is'related to the

normalized variable p by the relation p = p "/Io. Thus, changing variable

of integration we find

i 0 KIA fico 4 w0c F I (p )e Pýot p
= • I' dp .

i,(t) 2= i (p + )[(P + .) 2 + '82] (p + a 2 )2 + 38]

-,,j1w.+ Cc• 0

(42)

This integral is easily evaluated by separating the integrand into

partial fractions. The short circuit current pulse shape will have the

form

Bi(t) B 1 0 e')Ot + Bie +.a t {K1 l sin / 1eo0 t + cos 81-wbt

' + B 22 e )0  (K 2  sin P2l 0t + Cos .2 wotl

(43)

The coefficients, B, and K,, were evaluated for the three major

points of interest for three different altitudes. These coefficients

are tabulated in Table I. Using these values and Eq. (43) the pulse

shapes were calculated for noise coupled from the three extremities at

sea level and at 40,000 feet. The alteration of the corona pulse by the

aircraft resonances is observed in Figs. 18-20. It will be recalled,

that the corona pulse is assumed to be a simple exponential whose normal-

ized time constant, y, is given in Table I. Figure 18. shows the pulses
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TABLE I

SHORT-CIRCUIT CURRENT PULSE CHARACTERISTICS

W0  X = 27n K 107 .1 = 0. 0567 1,31 = 0. 292

a 2 = 0.1651 f32 = 0.943

ALTITUDE (00) x 1"06  (03.) x .07 (02 ) x 108

Sea level
(y= 0.34) B0  9.38 2.04 4.42

B1  -0.05 0.35 6.43
K1  -2.29 -4.75 -0.383
B2  -0.685 4.6 0.744
K2  -0.581 -0.0445 -5.06

20,000'

(y = 0.145) B0  12.1 1.36 1.95
B1  -0.165 1.66 11.1
K1  -0.812 -l133 0.267

B2  -0.973 5.88 1.68
K2  -0.333 0.189 -2.68

40,000'
(- = 0.061) B0  16.4 1.27 3.04

B1  -0.275 3.00 14.1
K1  -0.427 -0.748 1.21
B2  -1.34 7.74 2.66
K2  -0.237 0.298 -2.15

at the antenna terminals due to corona at the rudder tip. As expected,

the form of the pulse was altered only slightly, and the amplitude of

the pulses is very large. The noise pulses due to corona occurring from

the elevator tip, shown in Fig. 19, show a considerable reduction in

a.mplitude and a marked change in shape. Finally, the noise p].ulses due to

corona .occurring from the wing tip, see Fig. 20,. show an extremely modified

and expanded form while the amplitude has decreased even more.

B. STATISTICS OF PULSES

The corona discharge from a thin: hemi-spheric.ally capped cylinder

consists of a pulse sequence which is almost periodic--i.e,, the pulses

are almo'st equally spaced in time. This is particularly observed at

relatively low levels of discharge. At high discharge rates, however,

the pulse sequence lose.& 'the periodic quality.

7,hen we consider the discharge from an edge, a similar observation

is made just above threshold. The discharge from the edge will be taking
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place from one point which, due to local unevenness, has a slightly higher

field at the surface. In this case, however, the sequence of pulses is

not nearly as periodic as the discharge from the point. The separation

in time, of two consecutive pulses might be described as a slowly varying

function in time according-to some random function.

As the electric field at the edge is increased above threshold, and

more current is discharged, it is observed that numerous points on the

edge begin to discharge. So that, for high current discharges, which are

our main concern, the~over-all corona noise, current will consist of a large

number of these:.semi-periodic sequences of pulses. Indeed, the discharge

from each of these points will lose, its periodic quality as the current

discharged is increased. Thus, the discharge f-from each source will be

random in nature and incoherent to the other sources; consequently, the

quadratic components will add. This was observed in. the laboratory

measurements where a half power relation was reached as the discharge

current was increased (see Fig. 4). Furthermore, it appears from the

spectrum shapes of Fig. 5, that the pulses must indeed reach a random

sequence since theover-all aggregate may be considered as consisting of

one noise source of an average of v random pulses per second.

Thus we shall assume that the pulses arrive independently and at

random in such a way that, 'for any small interval of time At, the

probability that a pulse will occur is vAt. Here v is the average number

of pulses per second and is determined by the magnitude of the discharge

current." This assumption is sufficient to determine that the probability

of k pulses occurring in an interval x is

P(k) 4(Vx)=W - e-"' (44)
k!

which is the Poisson probability distribution.

It follows that the probability- for no pulses to occur in a time of

length x is

P(O) = e-" (45)

The probability that the separation between two successive pulses

lies between t and t + At is given by k(t)At. Here 0(t) is the probability

density function for a pulse to occur at time t. The probability density

function may be established by differentiating with respect toxtherelation
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which states that the probability of finding no pulse from zero to x is

equal to the probability of finding a pulse between z and •. From this

we find

W = ve-vx (46)
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VII SIGNAL-TO-NOISE RATIOS AT
OUTPUT OF IDEAL RECEIVER

A, GENERAL CONSIDERATIONS

Several methods have been proposed for the purpose of reducing the

corona noise in aircraft. These methods include decoupled dischargers,

blanking, and limiting.

Amplitude limiting has been used as a means of noise reduction by

removing the peaks of the noise pulses. However, this scheme requires

close control of the signal level to a value just below the limiting

level so as to obtain maximum noise reduction with no distortion.

Blanking is an alternate electronic method of noise reduction that

has received considerable attention. The principle of operation of the

blanker is the following. Whenever a noise pulse arrives, it triggers

a gate which then serves to short the input to the rec~eiver for a period

of time. This blanking period, during which the signal is blocked from

the receiver,rmust be long enough to eliminate a significant fraction of

the noise pulse. Thus, ideally, the blanker is a perfect switch which

shorts and opens the input signal as a function of time. This switching

of the signal will cause some of the power of the signal to be transferred

to other frequencies. The power at these frequencies provides no infor-

mation at the output and is therefore considered as noise. Thus, although

the corona pulses are blocked at the terminals of the receiver, a new

noise source is created by the switching of the incoming signal.

In contrast to the above mentioned electronic methods the nbise can

be reduced very drastically by proper alteration of the discharge region.

Application of the coupling theorem indicates that the coupled noise is

least when the discharge occurs in a region of low reciprocal field.

"Furthermore, it has been shown10 that the discharge from a point of small

radius is inherently less noisy than the discharge from a tip of large

radius. The decoupled discharger developed by Tanner 19 makes use of these

factors to provide a drastic reduction in the noise coupled to the antenna.

Noise reduction of at least 45 db has been obtained in the -laboratory.
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It is of interest, therefore, to evaluate the relative merits of

these ,two methods of noise reduction; decoupled dischargers, and blanking.

The signal-to-noise ratio at the output of an ideal receiver will be

calculated for both methods.

B. SHORT-CIRCUIT CURRENT DUE TO SIGNAL

The short-circuit current of a receiving antenna will be proportional
to the-amplitud~e of the incident wave. This proportionality will depend

on the antenna orientation with respect to the direction of propagation

and the polarization of the incident wave.

Th-us, a comprehensive analysis of signal reception by the tail-cap
antenna would require consideration of the probable angle of arrival of

the signals and on their polarization. Furthermore such variations as
frequency effects on the antenna pattern must also be included. In oider
to avoid these complications we shall make use of the following

approximation.

For an antenna which is small compared to a wavelength of the
incident wave, the short-circuit current is given by

III = w)e 0A ECI (47)

where Ec is the incident signal field strength, co, is the frequency of

..th.e signal and A is the effective induction area of the anfenna and is

essentially a measure-of antenna sensitiv•ity. At low frequencies, the tail-cap

antenna pattern is very nearly that of a dipole. Consequently, Eq. (47)
gives the current that is the maximum for the given field strength in

that the signal direction and polarization are assumed as most favorable.

Equation (47) thus provides a good estimate up to one to two megacycles
where the aircraft length begins t6 approach a tenth of a wavelength.

Above this frequency, the relation Will ppovide a more approximate estimate

of antenna performance.

The effective induction area, A, may be determined by electrqst:atic
techniquesl 8 in- the laboratory. For the tail-cap antenna under consider-

ation the-area was measured at 33.9 m2 .
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C. GENERAL ANTENNA TERMINATION

In a practical situation, the antenna will be terminated in a load
impedance, Z,(p). Thus, the short 7 circuit current can be considered as

a current generator with the parallel combinaxt-on o-f Z,.(p) and ZL(P),
across it, as'shown.in Fig. 21.

is-) VIn,

FIG. 21

GENERAL ANTENNA TERMINATION

The input voltage to the receiver will be given by

V(p) = I (p)'(48)( z) 1 (p) +'ZL(p)

A case of special interest o:ccurs when ZL(p) = p, a pure resistance which
is very small compared to zl,. When these conditions are met, then a

good approximation is obtained by

V(p) = pI (p) (49)

This special case provides us with a simpler expression for the input
voltage and at the same time it consists of an input to the receiver which

includes no filtering. This is..the. required input in the application of
a blanker for the purpose of noise reduction. Since we shall be compar-

ing the relative merits of performance with and without blanker, this
termination will be used in the analysis which follows.

D. ANALYSIS FOR DECOUPLED DISCHARGEBS

1. 'IDEAL RECEIVER

For our analysis we shall consider the highly idealized receiver

shown in Fig. 22.
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IDEAL RECEIVER

The received signal is'an amplitude-modulated-carrier and the receiver

consists of a band-pass filter centered about the carrier frequency, a

detector, and a low pass filter. The detector will be assumed to be an

ideal frequency translator. The attenuation of the ideal filters is zero

in the pass band, and infinite outside this'band.

The system may be simplified considerably by combining the two filters

into one filter. The pass-band filter may be transposed to the other side

of the deteqtor, since the detector is ideal and introduces no distortion

or noise. In doing this, the pass band must be properly altered. Suppose

the band-pass filter has a pass band of 2fi centered about fc, the carrier

frequency. The detector translates up and down in frequency by a frequency

while the low pass filter has a cutoff at some frequency fk such that

f, < fk < 2f, - f." When the band-pass filter is moved to the other side

of the detector the pass band will divide into two parts. Thus, the filter

will consist of a low pass section with a cutoff at f,, and a band pass

section of 2f, centered about 2f,. "hen this filter is combined with the

low pass filter, the result is a low pass filter with a cutoff at f The

system we must analyze is shown in Fig. 23.

DETECTOR M Lt W P
TMt 2(t FILTER

FIG. 23

EQU I VALENT RECEI VER
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"2. INPUT SIGNAL

"Re shall consider an input which consists of a carrier of frequency

Co amplitude modulated by a single frequency w,. In addition, the input

will have numerous other carriers of frequencies co and the noise pulses

due to the aircraft corona discharges. In the analysis we shall neglect

atmospheric noise.

In an interval of time -T < t < T, where T is very much larger than

the average spacing between the noise pulses,, the input will be:

Com Co=

e(t) = Co cos WEt +I cos (W, - 6o)t + -- cos (we + wc)t
2 2

+ C, cos ot + f(t - t.) for -T < t < T (50)

S=1 k=-N

while outside the interval the signal is zero. For the present, it is

being assumed that the noise pulses ai-e identical and that the average

number per second is v.

The Fourier transform of the input, E(w), is given by the equation

[sin (w -w )T.. sin'(+W ] +C)T" [sin (w- c + w,)T
E~co = O c c +'+ELsn c +~

sin (w +'Cc - w,)T gin (co - wc - c)T sin (o+ + c+ +.)T
W + -- +

C S C s C .

nT N
s co,)T co + c_,-). t'

+sin (w + I + F(co) e jok

=1 k=-N

(51)

3. IDEAL DETECTOR

The output of the detector is given by the product of the input e(t)

and the detector response T(t), i.e.,

e 2 (t) = T(t)e(t.) (52)
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The ideal frequency translator has a response of the form

T(t) = A cos'(odt + ed) (53)

and it trans.lates the frequency of input signals up and down by •d'

Since we want the output to contain the modulating frequency co, we must

make cod = Coe. Furthermore if the power in the side bands is to add up

to a maximum in the &utput' the phase O'd must be equal to the phase of

the carrier. Thas O'd must be equal to zero, and the detector response

must be

T(t) = A cos co t (54)

The Fourier transform is found to be

" T(o) = An [S(w - w) + (a + e)] (55)

where we use

27T8(x) -o e- dct

It can be shown that the product of two functions in the time domain in

Eq. (52), results in a convolution integral in the frequency domain.

Thus,

E 2(GO) = - j T(l)E(w - f)d! (56)

Substituting Eq. (55) into the above equation we find

E2(wA) E [co-CwC +E(al +co] (57)

for convenience we let A = 2 so that

E 2 (a)) = E(C - Co) + E(C + wC) (58)

S. . ..58 .



This indicates a power gain through the detector, although no effect

on the signal to noise ratio is implied. Applying Eq. (58) to Eq. (51)

we obtain

2aT .,sin (w 2&j)T sin (w + 2&))T]E 2.(&)) C €0[--+ +% +
Wo60)- 2c o• + 2coec

or sin, (w -%)T sin (w + c)T sin (w - 2co + w)T

+ -2 2+

2 S a) - 2w, + co,

sin (wv- 2ao~ -co.)T sin (wv + 2oc - o) )T sin (G + 2coc +wo.)T1
++ - + -
wo- 2ce- w. w + 2c0o -oJ aO + 2w, + cO

" " sin (co-coe - co I)T sin (wo- e+c. )T
L.Z I1  - + c-o

C 601-W- CO +
1=1 CO - I C-•) - I+

sin (wv + cv - w.,)T sin (Go+wc +c 1 )TI
W+ + oe - 0 +W + C0 ]

N , ' N ( & *. c t k
+F(co -w) E e + F(co + w) E e C.

k=-N k=-N

(59)
"the power spectrum G(o) is. defined by the limit

8(w) + j )2  Sj c
G(Go) = lim -- + *((O) + (Co C}

T-0 27TT 2T 2  2T72

(60)
consisting of a continuous and a discrete spectrum. Substituting Eq.. (59)

into Eq. (60) and recalling that the times tk are random we find
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G(60) = -- F(w-z )f2 + IF(w + we) I] + 2C2a 8(w)

+ a- [(w 2w) + S(w + 2e)] + (w-- [(- C. ) + S(w + W.)2 8

+ (w [ ( - wl + wl + •(6 We W z + •(0 + we - W,

S ++ we +

4. OUTPUT

The power in a band of frequencies w 1 to w 2 is found from the power

spectrum by the integration

P= G( M)do)

The cutoff of the low pass filter is wok which must be greater than

the modulating frequency w,. Then the power in the unit resistance at

the output will consist of the signal power S given.by

C
2 m2

S 0 , (6f)8

and the noise power N given by

N I Jk -F(w •-• )2 + I (W+ w)2] dW
77

0

The range of integration is very small compared to the range in which

F(wo) changes appreciably, so that we may evaluate the integral to a good

approximation by

2 k1
N IF(w ) 2  (62)

76
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Equation (61) may be related to the incident signal field by Eq. (47).

Thus we have

s K . ý (63)
8

In a similar way Eq. (62) may be rewritten, using Eq. (4),,

N K - p2 1p(o)121D(o)1 2  (64)

Thus the signal to noise ratio is given by

S (,Am)2 IEc 1 2 (65)
N u

1 6 1--( c ,
7T

B. SIGNAL-TO-NOISE RATIO FOR AIRCRAFT WITH{ NO DECOUPLING

In the above analysis, which led to the noise power given by

Eq. (64), it was assumed that all the noise pulses were identical. In

the case of an aircraft in a relatively severe charging condition, corona

discharges result from the wings, the elevators, and the rudder.

Let us now consider only the corona dcischarges taking place on the

wing. There will be corona occurring at numerouts points from the wing

tip along the trailing edge to some inboard point on the wing. The

coupling function from these points, as we move ihboard from the tip,

will slowly change in its frequency characteristics but more-important,

its magnitude will drop off with distance from the tip. This is illus-

trated in Fig. 24.

Thus the noise pulses at the antenna, due to corona from the wing,

will consist of pulses of varying amplitudes and slight differences in

-shape. Due to the method we have used to compute the pulse characteristics,

the following approximation will provide an(.adequate compensation.

The coupling function which we measured, i.e. 1I21 was taken at the

tip of the wing. This then represents a high value of coupling for the

wing discharges as a whole. On the other haitd, if we use the IDI as
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FIG. 24 .

VARIATION OF COUPLING NEAR WING TIP OF BOEING 707

measured from an edge rather than the one from the tip, a satisfactory

compensation will be made. Thus we shall assume that* all the pulses

from the wing are identical and have an amplitu'de given by the product

of hp21 and IDI of Fig. 7.

By similar argument for the elevator and rudder discharges, we will

assume that the noise in the antenna will consist of three sets of

identical pulses of the type shown in Figs. 18, 19, and 20. The number.

of pulses of each type will depend on the proportion of current discharg-

ing from the wing tips, the elevator tips, and the rudder tip.. This

division of current depends upon the rate of charging; and also, upon

other factors subject to variations with altitude, airspeed, and the

particular aircraft under conside-ration, and cannot be determined exactly.

Estimates of the proportions have been obtained, however, from

instrumented flight tests carried out on a Boeing 707. It has been found
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that in sufficiently high, charging s:ituations, the following proportions

are appropriate:

Current from wings = 4A of total

Current ,from elevators = 2A of total

Current from rudder = 1/ of total

Since the receiver is linear, it is apparent that if the input,

Eq. (50), contains three sums, each containing identical pulses, the out-

put noise.power will consist of three terms similar to Eq. (64). Thus,

if the total discharge required v pulses per second, the noise power in

the output will be

N = K 2 2 Ic1 )12 +
2 + 4 2)

0r C 7 7 2c

and the signal to noise ratio

-- = ______ 
. (66)

N 16 vwk7 7ID{(60oI2j0(60c °)I2 + 21P.-(wc)1 2 + 41•{ 42 11

For a specific modulation index and receiver bandwidth the signal to

noise ratio is

s w~oEoI2
- = N (67)NVID 2 [16o•2 + 21i/hi12 + 4421'(7

where

(E 0 Am)
2

K N = 
3 2 fk

The signal to noise ratio is affected by the magnitude of the dise.:"

charge current, the signal frequency, the altitude, and of course, the

incident field strength of the signal. Note that if an antenna of different
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sensitivity was placed in the same location, the signal-to-noise ratio
would remain unaffected, since both the signal and the noise would change

in the same proportion.

6. SIGNAL-TO-NOISE RATIO WVITH DECOUPLING

We shall as-sume the following situation:

(1) Receiver bandwidth fk =--3 kc

(2) Modulation index m = 0.5

(3) Decoupling of 50 db provided by t.he dischargers.

As we have mentioned previously, the use of Tanner,'s 19 decoupled

dischargers result in a reduction in noise of at least 45 db.

Thus the signal-to-noise ratio with decouplers located at all the

significant discharge regions will be

• D W2E2

= K,,C . X 10 e2 (68)
ND Nv \ýD �2 + 2 2 ] XDeC

where

ec-is in a vol s/m

and

K 602 X 10-8

XD D12

I V D0 + 2 kb i1 ,2  + 4 1p 2 1 f]

The function XD is tted in Fig. 25. The,plot is for a discharge

of one milliamp at two altitudes.

A considerable improv rment can be obtained for this antenna by allow.

ing no discharges to occur from the rudder tip. This can be accomplished

by covering the rudder tip, and trailing edge with a dielectric coating of

high electrical strength. V/hen this is done, assuming the discharge

current to divide in a two to one proportion-between the wing and elevator,
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we obtain

N i XD P (69c

where

e,-is in A4 volts/m

and

K co2 X1.-8
XN c

X DVI 1 2 2  + 2 1 , 2[ )

3

This function XD' is plotted on Fig. 26 for a discharge current of

one milliamy,.at sea level and at 40,000 ft alEitude.;

1 iOo IIi, 1I

I-'

SEA LEVEL-Ak

IOI

/-

/TOTAL DISCHARGE CURRENT -- Ima

FREOUENCY - Me 0-0404-0 2

FIG. 26

SIGNAL-TO-NOISE RATIO WITH DECOUPLING FOR UNIT INCIDENT
,FIELD STRENGTH WITH RUDDER CORONA DISALLOWED
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A current of 1 ma represents a condition of relatively high charging

on the Boeing 707, though discharge currents of 6 ma have been observed-

for short periods of time.

E. ANALYSIS FOIR BLANKER

1. IDEAL BLANKER

The ideal blanker is a perfect switch which shorts the input to the

receiver whenever a noise pulse is present in the input. Thus, wh'en a

noise pulse arrives, it triggers a gate which in turn shorts the input

to the receiver for a period of time. This blanking pericd, during which

the signal is blocked from the receiver, must be long enou'gh to suppress

a significanft portion of the noise pulse.

It appears evident, that as the length of the blanking period

increases, the signal to noise ratio in the output will decrease. Indeed,

as will be shown presently, the signal power decreases and at the same

time the noise power increases as the blanking period is increased.

Because of this, blanking will have the greatest chance of succeeding,

if it is accomplished before any filtering is applied to the incoming

signals. Otherwise, the impulses produced by the corona discharges will

be stretched out in time (as slowly damped oscillations) by the narrow

band filters, necessitating longer blanking p'eriods.

At the same time, unwanted carriers which will be present in the input

"will contribute noise in the output, due to the switching action of the

blanker. Thus, some filtering of low Q could be introduced ahead of the

blanker with beneficial results. The Q of the filter should be sufficiently

small so that the oscillations produced in the tuned circuits will be'

negligible by the end of a blanking period that is based on the original

length of the pulses.

Consider, for example, that a simple tuned circuit, resonant at the

carrier frequency, is placed ahead of the blanker. It is known that the

response of the circuit to an impulse will be a damped sinusoid with a

decay constant a w o,/2Q where c is the resonant frequency and Q the

quality factor of the circuit (assuming Q > 1/2). Also, it is known that

the bandwidth B, of the circuit-as measured between half power points--is

given by B =• 0/Q. Combining these two equations.we find that B = 2a.

Now, a must be made equal to the smallest decay constant involved in the
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incoming pulses, Eq. (43), i.e., a r alw0 (From Table I). In this way,.:
we find that the bandwidth must be slightly over a megacycle, independent

of the carrier frequency w*

In our analysis we will assume that there is no filter ahead of the

blanker while the blanker is placed ahead of the receiver shown in Fig. 22.

As before, the filters in the receiver may be combined and the resulting

system with blanker is shown in Fig. 27, where the cutoff of the low pass

filter occurs at a frequency wk.

e(t) BLANKER DETECTOR R LOW-PASS

iA- 104

FIG. 27

"BLANKER AND IDEAL RECEIVER

The blanking function b(t) will be a random function which is deter-
mined by statistics of the noise pulses and the exact mode of operation

of the blanker. Lucke and Weaver, who made an extensive study of blanking,

considered several forms of blanking functions such as periodic, fixed

blanking length with random occurrence, random length with fixed occur-

rence, etc. In our analysis, which differs from theirs, we shall consider

a blanking function which represents the type of operat'ion a blanker should

ideally perform.

2. BLANKING FUNCTION

A blanker that has a fixed blanking period is the simplest form which

"might be applied for noise reduction. Thus, when a noise pulse arrives,

if the receiver is unblocked, a blanking period of length r is initiated.

On the other hand, if the receiver is blocked, the pulse has no effect.

This blanker would block a large number of noise pulses and the output

signal to noise ratio would improve. Note that there may be appreciable

noise in the output due to the tails of the pulses which are not fully

blanked out.

If we assume noise pulses having the form of simple exponentials, the

analysis of Appendix B allows us to estimate the noise in the output due
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to the remainders of the pulses which are unblanked. We find that for

v = 106 and'r = 10-5 for pulses with a = 4 X 106 the noise in the output

due to the unblanked pulses is 0.026 of the noise with no blanking. This

would result in les-s th-an- a 16-db, improvement in the signal to noise ratio

since the blanker switching would also introduce additional noise in the

output.

It appears that a more practical blanker would be one which provides

a means of extending the blanking period whenever it is necessary. We

shall assume that once a blanking period is triggered by a noise pulse,

it will last for a period of time T, provided no other pulses arrive

during this time. Otherwise the blanking period will be extended and it

wIll continue until the separation between two consecutive pulses i.s

greater than T. In other words, every pulse thazt arrives creates a gate

which lasts for a time T after its arrival. In this way all the tails

of pulses will be. eliminated and the noise in the output will be due

only. to the switching action of the blanker.

It is necessary to determine the probability density function W(x)

of the length of the blanking periods.. Naturally, it is the statistic-a--

properties of the noise pulses, Sec. VI-B, which will govern this distri-

bution. We can immediately write down the probability of occurrence of"

the minimum blanking period-of length T as

P r) = e-T (70)

which is the probability of no pulses occurring during a time T. Thus,

W(x) will contain a delta function at x = -r whose area is given by

Eq. (70).

For a blanking period of length x, we have postulated that there

are no pulses for a time T from the end. Thus, we can write that the

probability density for a blanking period of length x is equal to the

probability density for a pulse to occur at (x - T), times the probabil-

ity for no pulses to occur for a time*T, i.e.,

W(x) = e-"X(e) (71)

where
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Thus let us consider the range of x restricted to r < x < 2r. Then

using Eq. (46) we can write X(e) as the sum of the probability distribu-

tion for zero or more pulses to occur between zero and e, ie.

xi(e)= +e-' + V2 e C'i

•V3  • el df2d 2,:+
00

ve-' ' + Ve + (vl)2 + 32! 3! "

"thus

Xv(f) = V (72)

and using Eq. (71)

!l() W ve- for r < x < 2r (73)

The result forXl(e) in Eq. (72) is in agreement with our assumptions
of Section VI-C and we could have written this down directly from the

assumption that the probability that a pulse occursL between e and df + e

is given by vde.

For the range 2T < x < 3r, we must begin taking into account that

the separation between pulses must be r or less. Thus for this range

we can write:

X2 (x) = Ve- w,

+ U' ve I (1). C 2

vj -3V ý,dj-

summing the result~s of integrations we find

Y = e ve-"[`e"V - v(- r) - J. (74.)
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It follows that

F 2 (X) = ve- 2vTIee - Ox - 2r)- 1],

Ve= V- - Ve-2v' R1 + v(x - 2r)] (75)

.whi.ch holds for the range 2r < x < 3r.

In a similar way we can find the probability density in the next

range of length r

W3 (x) ve - ve- 2 v[1 + V(x - 2r)] (76)

"(x - 3r) 2

+ ve- 3V (x - 3-r) + V2 2 !

in the range 3T < x < 4T.

In this way we obtain the over-all distribution which can be written

in the following form

W(x) = e-" a(x - r) + ve- U(x - r)

- ve 2V[1 + v(x - 2T)]U(x - 2-)

+ ve-3V T(x - 3-) + v 2 (x ]U(x. 3r) + (77)

where

U(x) is the unit step function.

It can be shown that the distribution function W(x:) of Eq. (77)

satisfies the condition

F W(x)dx = 1
0

and the average value of the pulse length x is found
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S- fo0 xW(x)dx

- 1(78)
V

Another quantity which is of interest is the number of blanking

periods that would result if we started with v noise pulses per second.

The average number of blanking periods per second, p., is related to

the average number of noise pulses by the relation

j,(P1 + 2P 2 + 3P3 +... = (79)

where
Pi is the probability that a blanking period covered i pulses.

'If a blanking period covers only one noise pulse then it must be of

minimum length and hhe probability is equal to the probability of finding

no pulses in the period r.

That is

PI = e-VT

Similarly, if a blanking period covers only two noise pulses, *then the

maximum length is 2r and the probability is given by

P 2  e- eV' P(one pulse in -)

=i e-'T (1-- e-v)

It follows that the general term is given by

P = e- V (1 - e-VT)n- ($0)

Substituting Equation (80) into Eq.. (79)'it can be shown that

F- ye (81)
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3'. BLANKE'R. RESPONSE:

The output of the blanker may be defined in terms of some function of

time, b(t), which describes the ideal switching action. This function,

b(t), will, in mos-t app-lica-t-ions., be a random function. of time. Thus we

can write the output of the blanker in terms of the input as (See-Fig. 27):

e1 (t) = b(t)e(t) (82)

If we combine this with the response of the detector, Eq. (52),

we find

e 2 (t) = b(t)T(t)e(t)

It is evident that the sequence of blanking and ideal frequency

translation is unimportant since, if their order is changed, the over-all

output remains unchanged. Thus the order of detection and blanking can

be interchanged so that the input of the blanker may be taken as the out-

put of the detector as given in Eq. (59).

Since the system is linear, we consider an input to the blanker which

consists of a single term. The total output can then be calculated as the

sum of the individual-responses.. Th-us, for the analysis, we assume that

the input to the blanker is

e(t) = A cos Ct - (83)

and wish to find the power spectrum of the output. The output power

spectrum will be governed by the blanking function b(t) which depends on

the statistics of the noise pulses. It is important to note that although
the times of occurrence are random there is a minimum distance between

blank periods, since by definition there can be no overlapping of the

blank periods. For this reason, direct calculation of the power spectrum

of the output becomes awkward.

For this reason we use the alternative method, which is found to be

very convenient for the particular blanker of our analysis. This method

requires the computation of the output autocorrelation function, from

which the power spectrum can be obtairned easily.

The blanker response, b(t), has a number of interesting properties.

The probabilities of the events involved are certainly independent of
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the origin of time; and furthermore, these system probabilities are

independent of time. Some reflection will show that the "intersymbol

influence" of the signal is finite in extent. In other words, the

function can be predicted only for a finite extent of time, Thus, the

function is stationary and it may also be considered as a member of an

ergotic ensemble. This in turn allows us to calculate the ensemble

average instead of the time average, since they are equal.

The autocorrelation function is defined as the time average of two

measurements of the same signal taken a time I apart; that is,

S. R(l) y(t)y(t + 1) = lim y(t)y(t + )dt
T2 T

= yly2

However, since in an ergotic ensemble the time average equals the ensemble

average, we make use of the following integral for the autocorrelation

function

R(l) = f yIy 2 W(ylY 2 ;l)dyldy2  (84)

where Yl and Y2 are the amplitudes at the times t, and t2 which are I

seconds apart, and W(yl,y 2 ;1) is the probability density function of

measuring yl and Y2 at a separation of I seconds.

For the assumed input of a cosine wave, Eq. (83), the output of the

blanker will consist of a cosine wave which is interrupted at random

times for random lengths. The output is illustrated in Fig. 28. It is

apparent that the times tand + l where and are measured

must both occur during a time

A when the signal is not blanked,

otherwise the contribution

I IF I I •I to the autocorrelation

Y, Y2  Y, Y2  Y1, Y2  Y, Y2  integral, Eq. (84) will be

"RA-'2494-& zero. Since both y, and Y2

FIG. 8 mustobe measured at unblanked

SAMPLE OF BLANKER OUTPUT regions, y 2 will always be
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an exact function of y, since the input signal' is known for all times.

Thus we can easily show that

Y2= Y cos q5 ± A2 ii yy sin 0l (85)

in the functional relation between Y2 and Yl whenever a non-zero contri-

bution is made to the autocorrelation.

The probability density function f/(y , Y2 ; 1) in the integrand of

Eq. (84) may be rewritten as a product of two functions, i.e.,

W(y 1 Y 2 ;1) = Vl(Yv1 )"(y 221; 1) (86)

Here, W,(y 1 ) is the amplitude probability density of the signal while

W(y-2y 1 ;/) is the conditional probability density of measuring Y 2 on the

second reading, given that Yl was measured 1 seconds earlier.

Let us first determine the amplitude probability densityW(yl) of

the signal. If a measurement is taken at a random time we know the

probability of finding the signal blanked or unblanked, i.e., whether

the signal is present or not present. The only, time we obtain a contri-

bution to the autocorrelation integral is when the signal is present.

Thus, W1 (y 1 ) will be given by the product of the probability of finding

the signal unblanked and the amplitude probability density for a signal

of the form of the input. The amplitude probability density for a sine

wave of amplitude A may be shown to be

1 1
Y(y 1 ) = A < y < A

0 jyj: > A

Thus the function Wl(y 1 ) is given by

W.(y1 ) 1 - ) 1 1 A < yj < A (87)

S0 1YI >
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where (1- ý4x) is the probability of the signal to be in unblanked condition.

Using Eqs. (78) and (81) for p and x we find for the blanker under

consideration,

(1 - /.L) = e-"

where, it is recalled, r is the minimum blanking period.

We turn now to the conditional probability density function W(y21Y1 ;1)

which appears in Eq. (86). We stated earlier that the only contribution

we obtain to the autocorrelation is when neither Y2 nor yj occur in blanked

regions. At the same time if this condition is satisfied then Y2 can be

exactly expressed in terms of y,. Thus, it is apparent that the conditional

density function is given by the delta function.

W(y2 1Y1 ;1) = P(1)8[Y2 - (Y1 cos 01 ± VA -y sin 4/)] (88)

where we have used Eq. (85-). Here, P(1) is the probability that Y2 will

be in an unblanked region, and it will be a function of, 1, the spacing

between the sampling points.

Substituting Eqs. (87), (88) and (86) into Eq. (84) we find

A Y 2

Rl P(l)e-' T -A I os~ 1 y._ sin 1] dy1A 7rVA 21 y

since the delta function made theevaluation of the integration with

res'pect to Y2 very simple. In turn the above is a simple integral and

we obtain

A
2

R(l) = P(l)e-'•2 cos 01 (89)
2

I~n this expression, it remains to establish the probability function

P(M). This function will consist of two parts which are found by the,

.following arguments.

First, let us consider the range of I < r. Since the minimum blanking

period i's r, it follows that if I < r then the only time Y2 will be in an
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unblanked region will be if no noise pulse arrives in this interval of

length 1. Thus, the probability PM) must be equal to the probability

of no pulses in a time 1, i.e.,

P() = e-vl for 0 < I < T

It remains to investigate the range I > r. When the spacing between

the sampling points I is greater than T, blanking periods of limited

extent may be allowed in this period of time. Note, however, that due

to the way we have defined the blanker operation, it does not matter how

the noise pulses arrive during the time 1, as long as there are no pulses

occurring for a time r before Y2 is sampled. Thus we find

P(M) = for I >

The autocorrelation function, then, is given by

A2R() 2 e-l•z) cos 412 0 < 12<

.) 2(90)

A
2

= - e-7 cos 1l>r >
2

The relation between the power spectrum and the autocorrelation,

function is well known. We have then,

G(M)= --f RI) cos wldl (91)

0

Substituting Eq. (90) into the above and performing the integration,

we obtain*

• It has been brought to the author's attention that a' similar result was obtained by E. M. 'Glaser° See

D. P. Coffin, "Integration of Interference BlankerTechniques into Low-Frequeney'Receivers;,"
WADC M-59-525, (September 1959).
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G(2) u e3 " [S(o - q) + 8(co•+)] + e-" -- +
2 2rr L2 +(W )2 V2 +( )

A2 V con (w96,7-,- (w 0c-) sin (N,-q)7 sin (w-._)_
21T VI +.' . C&) ~2 +O - g6

A2vcos () + 4))r (a)+ 0) sin (w + ()r +sin (w + (92)r

The power spectrum of the output,, as given by Eq. (92) clearly shows the

effects of the switching of the blanker. The signal at the output contains

power, not only at the signal frequency [8(o ± 6) term] but we note a

continuou's spectrum which represents lost power. We recall that the average

fraction of time during .which the input signal is blanked is (jLx) = e-vT,

and we expect that the total power in the output should decrease to this

fraction of the power with no blanking.ýý The spectrum G(w) of Eq. (92)

integrated from 0 to O gives us the following result:

P =I
0

A2• A2
= - e-2yr +- eA2 (1 - -V')

2 2

A2

2

This agrees with the expected total power in the output. Note that

the first term (A 2/2)e-2vT, which represents the signal power in the out-

jV447kureases very rapidly with an increase in v or r. The second term,

(A 2 /2)e-VT(l - e-VT) represents the total power- in the continuous spectrum

and is considered as noise.

For convenience we make. the following substitutions. WVe let

X =CO

X0 = VT

78= 4iT
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Then we ca-n,-wr~ite, for the power spectrum,

A ' -2,z,
G(x) = -- e 2 [S(x - xI) + 8(x + x2)]

2

A 2 r
+- [g(x - xI) + g(x + X1 )] (93)

where

-20

g(x) = 0+° - cos x - sin x (94)
x 2 + X2x

The effects of the blanker switching are clearly established. The

actual signal frequency term decreases in power by the square of the

average blanking duration, i.e. (tX ) 2 . At the same time power appears in

a continuous spectrum and represents lost signal power and must be con-

sidered as noise.

The function g(x), as given by Eq. (94), which essentially determines

the noise spectra in the output is not a very simple function. This

function is plotted in Fig. 29 for parametric values of x0 .

4. OUTPUT

The solution which we have just obtained was for an input consisting
of-a single sinusoid. We are interested in a more general input and in

fact recalling that the input to the blanker may be taken as the output

of the detector we have for the input

e(t) C O + C0m cos t + Co cos 2wt + - [cos (2w% +%o)t + cos (2Q,- )t]
2

n

+ C . [cos(c) -WI)t + cos (C0,'+&) I)t] (95)
j=1

This is equivalent to the expression for the output of the detector

given by Eq. (59) with the exception of the corona noise pulses which we
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omit since the blanker will always be shorted when these noise pulses
appear. We are, therefore, assuming again that the only noise is corona

noise and that each pulse will initiate a blank period as previously

described.

I I I 1 ! I I I " I

0,IA

0.01

g(x)

0.001

O.OO r I I I I I I J..I.. I I I

0 5 10 15
x fA-2494 - Z24

FIG. 29

FUNCTION g(x) VS x

The analysis of the previous section was' car.ried out for a cosine

input of Eq. (83) By following the analysis through for an input of

constant value equal to A, it becomes apparent that the power spectrum

will be given by

2 xo 2 ( 2A2
G(x) = • 2A 2 '(x) + 2 2  1rg(x) , (96)

7T
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We are now prepared to find the power at the output resistance. The

power will be given by

F f G-w) dco

where cok is the upper cutoff of the ideal low pass filter, In this way

we find that the output power for an input.given by Eq. (95) is

P S+ N

where the signal power is

cn2  2zO~m 2 _ x.

S = -e (97)
2

and the noise power consists of

N f-0- k g(x)dx + -2_fk [g(X 2x,)+g~ x + 2x,)]dx7T 27r ..

C'2a2 rk2 Ilgk xx) +g~+ )d

0+ C gý x k

+ ) g(x + z +xj) g(x - x.) + g(x + zx x,) + g(x-x + xz dx.

where

xk = kT X" = C T

= OWST X. CU OT
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The numerous integrations which are involved above may be approxi-
mately evaluated again since the bandwidths we shall be interested in--
i.e., fk 3 kc--makes the range of integration extremely small. Thus,

we can write

2C C2  c2M 2  g(x,2xk g g(0) +--g( 2x,) + g(}) +
7T 77 7T 2

"+Z".- (glx - xi) + g(x, + x (98)
IT

The case where there are no outside carriers present is of particular
interest, since this represents the' blanker operation in the most favorable

light possible. For this case then, i.e. C= 0, we find

[ g(2x] + 2C0(fkr)m{ (0) +.kg(2x,

or

N = 2CJ(fk r)(2 + m2) (0) + 1 g(2x . (99)

The dominant terms in the above expressions are the ones inivol.vinR
g(O). Indeed, for carrier frequencies above one megacycle the second
terms are completely negligible if T is about 10-6 or smaller. The
variation of g(O) with x0 is shown in Fig. 30. This shows that the noise
in the output will increase as x0 increases. A point is reached, however,
where the noise begins to decrease sharply. This indicates that a
saturation of blanking has been reached. That is, the pulses are so
numerous (or r so'long) that blanking is almost continuous, and so that
very little signal comes through. Thus, although the noise power is
apparently decreasing very rapidly, the signal power-is decreasing even

more rapidly.

5. SIGNAL-TO-NOISE RATIO WITH BLANKING

We assume.there are no outside carriers so that the noise is the
least we might expect from an ideal blanker system.
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FUNCTION g(o) VS x

The signal power is given by Eq. (97) and the noise power by Eq. (99).

We shall consider the approximation that the second order term [g(2co,7)]

is negligible. Thus the signal-to-noise ratio becomes

0
-0~ = = (2x. (1i00')

N 4(2 + m2 )'(fk'r) [eZ° - (1 + x0)

The SIN will of course be slightly higher than it should be so that

this result is optimistic.

Considering Table I it seems that a reasonable value for the minimum

blanking period is -.', 10-6. Let us also consider the case of m= 0.5

and fk 3, kc..
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S 9.26 x0-r1 = 9.6 o_____
e O (1 +'x 0 )

This is plotted in Fig. 31 vs. x0 .

V

Boo I I0" 1111051 100

Tk 3k¢
'rl -- m a 0.5
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FIG. 31

SIGNAL-TO-NOISE RATIO WITH BLANKER

A comparison of the variable blanking period and the fixed period

blanking, as computed by Lucke and 7'eaver,20 is shown in Fig. 32. As is
expected, the s.ignal-to-noise ratios"bf the twoi:metbod-a•' gr"e"fao.rx!ow x0.

The fixed period blanking apparently is superior. However, it is important

to keep in mind that considerable noise is carried through to the output

as the unblanked sections of the pulses. (Appendix B)

For the above calculations we have assumed that the minimum blanking

duration was a fixed value which we selected as -r = 10-6 secs. For very

small incoming signals, however, this may not be long enough to reduce
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the unblanked tails of the pulses'to a sufficiently small amplitude. On

the other hand, for extremely high amplitude input signals it would not

be necessary to blank for quite as long a period of time. Thus, we will

now assume that the length of the blanking period, r, will be determined

by the input signal amplitude.

FXDBLANKING PERIOD- (r)

FI G. 32IO1

BEVARIABLE BLANKING PERIOD20' 10 ( MIN. PERIOD ' -

r=10-6

fk = 4 KC

M m=0.3

-c 3 MC

001 0.02 Q0.0 0.05 0.07 0.1 0.2 03 0.5 0.7 I.Q, 3 5 7 10

FIG. 32

COMPARISON BETWEEN FIXED BLANKING AND VARIABLE BLANKING PERI'OD

Let us assume that the value to which the amplitude of the poise

pulses must be blanked will be equal to the amplitude of the input signal.

-- Thus if we assume exponential noise pulses of amp-litude '0 and decay

constant a, then 7- will be obtained from

Y 0I e - a 'r

where y0 is the signal amplitude. From this equation we find-

II

4 6 V 1n : (101)
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Note that the situation-of a signal with exponential noise pulses

of equal amplitude leads to a signal-to-noise ratio which is extremely

high even for high pulse rates, i.e., V 106 and greater. Thus, if the

pulse tails are of the same magnitude as the signal, negligible noise

*wiIIresult from them.

For our application we take I of Eq. (101) equal to the average
0

amplitude of the term containing the longest time constant--'i.e., the

term containing a1 in Table I. The signal amplitude is given by

Y = E0 E 0A

so that, substituting into Eq. (101) we get

i v 1(0)

= 1 'n() (102)
!a we oAE 0

Let us conside-r the same s'ýc-ific-situat-ion as in previous

discussion, i.e.,

m = 0.5

fk = 3 KC

and a discharge current of 1 ma. Then at sea level we find

S 1
0 ... 9.26

ex (1 + x

where'x0 is now given by Eq. (102) in terms of incident signal field.

i.e. x0 = 2.3 - 0.28 in e,

where

ec is in / volts/m.

Similarly for an altitude of 40,000 feet, assuming again a discharge

of I ma
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we find

'3. 8

02

0 -0 ( + x 0)

where

x0= 2.54 - 0,28 In e,

It is noted that the signal-to-noise ratio computed in this way,

which requires blanking of long duration for weak signals and shorter

duration for strong signals, does not deteriorate extremely fast as the

signal level goes down. This is due to the fact that the nois.e pulses
are exponentials so that lengthening of blanking periods is not increasing

very fast.

6. EFFECT OF OUTSIDE CARRIERS

The effect of outside carriers, which we have thus far neglected,

can be serious. An estimate of their effect can be obtained in the

following manner. Combining Eqs. (97) and (98) we find that the signal-

to-noise ratio is given by

cn2 - 2x 0- e
S 2
N 2C 2 (2 + m 2 )(f h'r)g(0) + 2 V_ýg(x j)(fkT)

0Wk

If we assume that the outside carriers can occur at random frequencies

within an assumed bandwidth centered on the carrier of interest we can

write

cm2M
0 -2z 0

2
C.= 2C 2 (2-+ 

+2 n
0 m2 )(fkr)g(0) g2nAg(x)(fkr.

where g(x) is averaged over the arbitrarily selected frequency range
about the carrier. The: above expression can be rewritten as
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oac " 1 *.,... (103)

+ A2 n g(x)

C•o(2 + M2) g(0)

Let us first consider, for example, the case of a discharge current

of one milliamp at sea level. With the conditions

im = 0.5 and r = 10-6

and the required V = 106, we find by rough graphical integration

-- = 0.45
g(O)

where x is taken over a range 0 to 27T. Now if A C2 we obtainI0

01 0
1 + O.2n

For example, if we have 20 stations within a two megacycle bandwidth,

centered about the carrier of interest, the signal-to-noise ratio would

decrease by a factor. of five. Here we have arbitrarily assumed that the

carrier of interest is equal in power to the average of all the incoming

carriers.

In general, the ratio g-x/g(0) will change depending on the discharge

current. A li-miting case can be ob-tained by assuming t h at the ratio^

g(xY/g(0) = 1. This will tend to give a pessimistic readi-ng for the

signal-to-noise. ratio. This then assumes that the effect of each carrier

is as severe as that due to the carrier signal of interest. In this way

we find the following

0'"0 ...
C, = Kn.(104)

Kn
"1+-

2 + m2
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where

4 n = number of carriers

K = P2

m = modulation index.

Note that 'n, the number of carriers, will be large. There are two

ways, however, by which the carriers that ar~e distant in frequency from

the carrier of interest became negligible. One is due to the fact. that

g(x) decreases rapidly with x while the second is that some filtering

accomplished before the input will decrease their influence.

F. COMPARISON OF DECOUPLED DISCHARGER AND BLANKING

1. DIRECT COMPARISON

The comparison between noise reduction methods which follows is

simply a presentation of the bare numbers obtained from calculations in

the previous sections. Thus, it is important to remember some of the

assumptions which are included in the calculations.

In the case of the decoupled dischargers for the calculations of the

signal-to-noise ratio-we have assumed a decoupling of 50 db. Actually,

the decoupling is extremely difficult to measure because it is so large.

Indeed, the laboratory measurements indicate that the decoupling obtained

is greatly in excess of this figure. Furthermore, theoretical calculations

which have been carried out by Tanner and Nanevicz,14 indicate decouplings

of the order of 80 db. Thus, the calculations involving the decoupled

'dischargers represent a situation which is pessimistic and it is

emphasized that the actual performance is much better.

The calculations presented for the blanker, however, are absolutely

the extreme limit of possible accomplishment, and the best possible

blanker operation results when no outside carriers are present. Thus,

'for the decoupled dischargers we use data of nominal-ac.tual performance

while the blanker in practice may fall far short of the assumed ideal

operation involved in the calculations.

The signal-to-noise ratio of the blahker as shown in Fig. 31 for

T= 10-6 is independent of input signal strength. Then in order to
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compare the performance of the decoupled dischargers we shall calculate

the signal strength e, above which performance of the decoupled dischargers

will be superior.

T hus e is calcu-tlated for the condition

Blank = XDec With Blank

This is done for a discharge current of 1 ma and the results shown

in Fig. 33.. Under the assumptions of the analysis, this figure indicates

that the ideal blanker performance can, be superior to the decoupled

low I 1111 I I 1

TOTAL DISCHARGE CURRENT-I ma

-50-db DECOUPLING

50-db DECOUPLING
L WITH NO DISCHARGE

FROM, fRDDER

40,000 ft

E

o--

SEA LEVEL

0.1 1.0 10 .0
FREQUENCY Mc RA -4404 -IM

FIG. 33

BOUNDARY INCIDENTf SIGNAL FIELD- STRENGTH
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dischargers at the lower signal levels. As will be pointed out presently,

this region of signals provides a signal-to-noise.ratio that is too low.

A more realistic presentation is made.by the analysis which assumes that

the minimum blanking period is governed by signal amplitude, as shown in

-Fig. 34. These curves are calculated using Eqs. (102) and (100).

The presence of outside carriers, on the signal-to-noise ratio with

a blanker, is also illustrated on Fig. 34. Using the equations of the

previous section, we see that even one station with an average amplitude,

\00

_0 . /11 11I1

/ .;,,,I

S Ia

IN-

,/ TOTAL DISCHARGE
" / CURRENT- I ma

" -- ~SEA LEVEL/ ýONE OUTSIDE CARRIER I 40,000 ft

•-• -, " A,-.4.5 Co / -
-/" IDEAL BLANKING

b 50-db DECOUPLING

- " 50-db DECOUPLING
WITH NO DISCHARGE

0.01 -FROM RUDOER

0.00 I I I I I I I 1i/i 1 li i I I I I fi~ ll .I I 'I I ,IFI

0 00 01000~~a •c -- u•v/m l-I-i

FIG., 34

SIGNAL-TO-NOISE RATIOS FOR BLANKER AND DISCHARGERS
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of only 4.5 times the carrier of interest reduces the signal-to-noise

ratio by a factor of ten.

From kig. 34 it appears that at low signal levels, the blanker method

might be superior (this is assuming ideal blanker with no outsi'de ca-rriers).
However this is a false~conclusion since the signal-to-noise ratio is unsatis-

factory by the time the blanker method indicates a better capability of

noise suppression.

Thus it must be emphasized: that-for a completely comprehensive

evalua~tion, a signal-to-noise threshold must be included. In other words

there must be established the minimum signal-t6;-noise ratio that is

acceptable for a given quality of communication. This threshold will

vary with the type of communication channel, type of output display,

human perceptive interpretation, etc. If we assume a signal-to-noise of

10 is neces~sary for adequately reliable communication, then from Fig. 34

it is evident that the decoupled dischargers provide better noise

suppression than the ideal blanker operation for the 1 ma discharge

situation.

This is definitely a conclusive result since the practical--blanker

will actually perform at a level considerably lower than the ideal blanker.

Not only will outside carriers seriously decrease the signal-to-noise,

ratio but the sensitivity of the system is considerably decreased due to

...the lack of tuning at the antenna terminals.

A rough estimate of the sensitivity loss may be obtaiped as follows.

Let the antenna, represented by a voltage generator Va and an

impedance Z. = Ra +jXa be connected directly across a resistor R at the

recei-ver input. The'voltage, Vo, at the receiver input would be given by

RSV0 V,V V IR + Z.l

If, as in the case of the blanker application, R-<<«IZ.I then to a good

approximation

VO V0  -i[i- -

92



Next, we assume an ideal coupler designed for maximum power transfer

is placied between the antenna and the resistance. For this case, it can

be shown that

V f z R. .....

VI

V0 2 R.

Thus, the ratio of the sensitivities is given by

j+ Consider, for example, a frequency of 2 Mc where X,:>> RA. If we let

R.= R. and use t~ail-cap antenna impedance values of Eq. (35) we obtain

SV0
-- 160

~Vo
10

At lower frequencies the losa of sensitivity will be even greater than

computed in the above example.

Finally, the numerous practical limitations which must be met i-n a

"satisfactory bllanker are. very' severe. Thus for example, in the best

available blanker designs, at present, a minimum blanking period of

6 4-ecs is considered good. With blanking periods of this length it is

easy to calculate that only about a 10-db improvement in.'signal-to-noise

is afforded for a 1 ma diseharge current.

2, EFFECTS OF ATMOSPH;ERIC NOISE

In our analysis we have neglected atmospheric noise. This noise

which originates in thunderstorm activity can be of considerable magni-

tude and its influence on system performance and evaluation can be

appreciable.

Figure 35 gives an indication of the magnitude of the noise for an

average winter day over the U.S.A. The data was obtained from the

'Ionospheric Radio Propagation~l The signal field strength shown is

computed on the basis of a 3-kc bandwidth and a signal-to-noise ratio

93"



I I . I rl l i I 500 1I . I

t 100 AV,

\ AVERAGE NIGHT TIME
0 (6pm- 6om

0

0

:•I0 .0 ••0 0 _ _ _ _ __ _ _ _

W z0

E 0

x

x x

1.00

7- x
Kx

0.1x

00 0.1 1.0 10. 1• 00

' FREQUENCY Mc "'MA--494--30

FIG. 35
ATMOSPHERIC NOISE MAGNITUDE

of 15 db at the output. This ratio represents a 90-percent effective,

communication in this type of amplitude modulated signal input.

[.

Comparison of the above data with Fig. 34 clearly indicates that

atmospheric noise wilp be an equally important factor in operation with

"decoupled dischargers and that the level at which a blanker would theoret-

ically be superior is considerably lower than the required field strength

shown in Fig. 35 necessary to overcome atmospheric noise.

The presence of atmospheric noise would actually make the blanker

operation much worse if the noise pulses due to atmospheric noise were

"large enough in amplitude to trigger the blanker,
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3. EFFECT OF CHANGE IN AIRCHAFT.SIZE

It is of interest to establish the effect of aircraft size on the

L signal-to-noise ratios in the two methods of noise reduction we have

discussed.

This will be done with the assumption that although the whole aircraft

is scaled down in proportion (including the antenna) the thickness of the

trailing edges will not be scaled. This assumption will simplify- our

analysis. -It is moreover, a practical assumption. On the Boeing 707,

for example, the trailing edge is 20 mils thick, which should defiýnitely

be a practical edge dimension for an aircraft even one-fourth the size.

In order to specify the aircraft dimensions we shall introduce a

normalized length S such that when S = I the aircraft corresponds to the

full scale Boeing 707. Also, we shall assume that the aircraft will be

flying at fixed speeds in a uniform cloud of 'ice particles. -Thus,- since

the number of noise pulses v is proportional to the discharge current

which in turn is proportional to the intercept area.,. it fo-llowsthat

V c m.S2

Similarly, the scaling of the aircraft and antenna will affect A,

the antenna sensitivity. Thus

A cS2

We have assumed the edge thickness remains unchanged so that if we

now choose the reference distance to remain a constant as well, then IDI

will remain unchanged. The coupling function, however, will change in

proportion to

S

"The S in denominator of-.-II is due to the scaling of the aircraft, since

wetmaintain e0 fixed, however, S/2 appears in the numerator due to, the

fact that the fields away from the edge fall off as 11xA.

Finally, as the aircraft is reduced in size the aircraft resonances

will increase in frequency so that the time constants will decrease.
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1Now if we assume that the blanking period r is proportional to the

largest time constant, then at sea level we can say r-S. This relation

will hold until that combination of aircraft-size and altitude is reached

at which the time constant associated with the airframe res-onance is less

than that associated with the decay of the corona pulse itself. At sea

level the approximation will be good for an aircraft larger than about one-

sixth that of pheBoeing 707. At 40,000 feet, on the other hand, the largest

time constant of the 707 is approximately equal to that of the actual

corona pulse time constant, so that r will be relatively independent of

S for aircraft smaller than the 707.

If we substitute the above relations into Eq. .(66) we find that the

signal-to-noise ratio for decoupled dischargers is given by:

Ti(13 = KDS' (105)
S D.D.

Thi~s indicates that as the aircraft docreases in size the signal-to-
noise ratio decreases as the cube of the dimension.

For the case of blanking we shall consider two cases:

(1) At sea level, where we have r-S

x = vr = KS 3

and when. this is substituted in Eq. (100) we obtain

K e~s3 -K(1 + KS 3 )

K B= KB1 (106)

KS4( KS3 K2s6

31 41

(2) At a 40,000 foot altitude we have'r = constant so that

0= KS 2
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and

t,1B = 1 (107)

KS 2  1 KS 2  C2S4

(T 3! 4! --

In Eqs., (106) and (107) it is apparent that blanking will always

improve as the size of the aircraft is decreased.

Comparing Eqs. (105) and (106) it also becomes apparent that as, the

aircraft size i.s reduced, the blanking signal-to-noise ratio will improve'
sharply, relative to the signal-to-noise ratio for the decoupled

dischargers.,
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VIII CONCLUSIONS

The two main objectives of this study were to determine the

characteristics of corona discharge noise in aircraft antennas and to

evaluate noise reduction techniques.

The primary obj.pctive was to establish rh -ct-r-a-c-t-r of precipita-

tion static noise in aircraft-antennas due to coro-na discharges. Because
Iof the complexity of this problem, it was necessary to restrict the

analysis to a particular antenna on a specific aircraft. The combination

chosenifor analysis was the tail-cap~antenna on a Boeing 707 aircraft.

The extensive' laboratory and model measurements that were required, in

order to determine the characteristics of the noise, were very satisfactory.

In the calculation of the coupling functions relatively crude methods

of approximation were used. With..some additional ...I roubAle - consid.• i rab" ly

better approximations of a higher order could be obtained. In this respect,

the accuracy could be greatly improved by obtaining careful antenna

impedance measurements. In spite of the resulting shortcomings in the

detail of the coupling characteristics, the over-all structure and length

of the noise pulses at the antenna are well established. Specifically,

the lengthening"of the pulses, particularly at sea level, is well

illustrated.

The second objective, which is of great interest, is the comparison

of the two noise reduction techniques whi'ch have received the most

. attention: decoupled dischargers, and blanking. For this purpose a

theoretical analysis was made for a receiver with an ideal blanker -t its

input. The signal-to-noise ratios for the two methods were calcula.ted .

and compared. The comparison was made under conditions which would make

the relative performiance of the blanker most favorable. Thus, for the

decoupled dischargers, the decoupling is assumed to be 50 db. Although

a good measured figure is--not available, theoretical considerations

indicate decoupling of 80db'is a more realistic figure. For the blanker

operation, however, an ideal performance is assumed. The outcome of the

comparison is nevertheless in favor of the decoupled dischargers.
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It is further emphasized that the performance of the practical

blanker will be considerably inferior to the performance of the ideal

blanker. The presence of outside carriers is an important factor, and,

it is shown that even one ctrrier w-ith an amplitude 4.5 times the signa,l

amplitude will decrease the signal-to-noise ratio by a factor of ten.

The loss in sensitivity which is also inherent in the blanker method of

noise suppression is a serious disadvantage, and it may render the

system useless. Finally, great practical difficulties a~e encountered

in the construction of an actual blanker, and it is pointed out that

only a 10 db improvement is possible with present available biankers for

a 1 ma discharge current.

The only area where the blanker may prove useful is in aircraft of

much smaller size than the Boeing 707. In this case, it is shown that

the blanker performance improves considerably compared to that of

decoupled dischargers. Even here', however, there is doubt whether a

practical blanker could provide adequate interference noise reduction.

Finally, it is suggested that the most satisfactory solution for

the low frequency range we have discussed would be to use decoupled

dischargers for the corona noise. A. blanker designed for atmospheric

noise blanking might then be added to 'further improve communication

success.
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APPENDIX A

POWER SPECTRUM'. FOR SIGNAL OF RWAMO PULSES

Let us assume we have a signal which extends for the interval

- T < t < T and is zero outside this range. The signal is as'sumed to

consist of 2N + 1 pulses occurring at random times at the average rate

of v pulses per second. Thus the signal may be written as

N

I (t ) = f(t-%)

where

f(t tk) = 0 .. t -< tk

kk
!, = A ke t > t k

The Fourier transform of the signal is,,obtained

(O f I(t)e-jw* dt

N 'A
=k )0Wtk

k-N Ot + jCO~

Then, the powiF--spcdtrUin which is defined as

•: lm[ G(w•) = lira -- II(w)I2

T-w 27rT

is found to be

N A

G .im ...

T:,co 27TT Ak-N Wo2 + a2

k
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since the times tk are assumed random. It follows, that if Ak and ak

are all identical we obtain-

S= A2

7T W2 + 0t2

Next, let us assume that the amplitudes A, and the decay cqns'tants

are independent random variables.

"Let

t = k + Sk

where a is the average value and Sk is a random variable such that at

maximum it is small compared to a and Sk = 0.

Then the power spectrum is

N 2

G(ao) = limr-- L
W 2 + a 2 T-'o27rT k=-N + •,2

20 k k

cO2 + a0
2

Since 8k << a and recalling that At and ak are assumed to be

independent, we find

G(oA) = lim (2N+i)-- -1) 1 41

+ ÷ 2 r- 2VT + a 2 k=-Nk k-N (• +,,2 + S2

and sinceS' 0

T W + A1232 )2

Thus a good approximation is obtained by simply keeping the first

term, that is,

v A 2

G(co)
7T C2 +a 2
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Consider for example that 8 k is equally probable in a 20% range of
a, i.e. - a/10 < 8, <'a/10. Then at high frequencies w >>(a there is

negligible erro.r using, above exp-ression. At mid frequencies, e, = a, the

error is approxi-m-ately •% while at Low frequencies 60 << I the: error i-s

worst at approx. 3%.
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APPENDIX B

RESIDUAL NOISE IN THE OUTPUT OF
'A BLANKER OF FIXED BLANKING PERIOD

Let us briefly consider the blanker with a constant blanking period

equal to r. It follows that the number of blank periods will be

Now let us 'assume that the incoming noise pulses, are simple

exponentials arriving at an average rate of v per second. We also assume

that -r is long enough that the pulse which triggers a blank period is

completely attenuated. Thus we must consider the noise due to the tails

of the remaining pulses which are not completely blanked.

The noise power will be assumed as:

N" = H H(co),

where

a = A2 f e -(z) Ve-vZ dx
0

- A2

-2 V

where-

A = amplitude of pulse

a = decay constant

For the case

7- 10-6 = 4x10 6  V = 106

a = 0.052A
2
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also, the noise before blanking is:

IV, vA'IH1(co)j

Thus the noise after blanking to the noise without bl.anking is

N 0.026 (B'-)

This does not include the noise due to the blanking action.' This

analysis is approximate since we have not taken into account the fact

that the tails of the unblanked pulses are not c-o-mpletely random, i.e.

they can never be closer than -. Of course at low frequencies the ratio

(Eq. B-i) of noise obtained is exact.
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